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ABSTRACT 
This paper presents a new approach that minimizes copper & iron 

losses and optimizes the efficiency of a variable speed Induction 

motor drive. This method is based on a simple induction motor 

field oriented control model includes iron losses uses only 

conventional IM parameters. In literature, Fuzzy logic and 

Genetic Algorithms have been used for efficiency optimization of 

induction motor drives. This paper proposes integration of Fuzzy 

model identification and PSO algorithm for loss minimization. An 

improvement of efficiency is obtained by adjusting the 

magnetizing current component with respect to the torque current 

component to give the minimum total copper and iron losses. The 

whole circuit is simulated using MATLAB 7.6. The proposed 

method is compared with other soft computing techniques. The 

results obtained by Fuzzy PSO shows better results compared with 

other approaches. 
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1. INTRODUCTION 

The utility of induction motors are more than 50% of the total 

electric energy generated worldwide. A small improvement in 

efficiency would significantly save the total electric energy. 

Hence, it is important to optimize the efficiency of motor drive 

systems if significant energy savings are to be obtained. The 

induction motor(IM), especially the squirrel-cage type, is widely 

used in electrical drives and is responsible for most of the energy 

consumed by electric motors [5]. 

The IM losses can be classified as stator copper losses, rotor 

copper losses, iron losses, stray losses and mechanical (friction + 

windage) losses. The main losses, about 80% of the total losses, 

are copper (stator + rotor) and iron losses. The focus of this paper 

is on the minimization of these losses which will be referred to 

collectively as electromagnetic losses. However, there are many 

applications which require adjustable torque and /or speed. If 

these parameters vary far from the rated operating point causes a 

notorious IM efficiency drop.  
 

This is due to the imbalance between iron and copper losses. 

Under these circumstances, it is not possible to increase the 

efficiency by the improvement of the machine design. Although 

different variables have been controlled, in all these methods the 

efficiency improvement is always achieved by indirectly 

controlling the balance between copper and iron losses. 

The mechanism that permits the electromagnetic loss 

minimization acts as follows: 

Electromagnetic torque is proportional to the vector product of the 

rotor magnetic flux and rotor current. It is thus possible to obtain 

the same torque with different combinations of flux and current 

values. For a given torque, the iron loss can be minimized by 

using the minimum possible flux. This also minimizes the stator 

copper loss component due to the magnetizing current. 

 

On the other hand, to create the required torque with less 

magnetizing flux, the rotor current must be increased by 

increasing the stator current and, consequently, the total copper 

losses. 

By a proper adjustment of the magnetic flux, an appropriate 

balance between copper and iron losses can be achieved to 

minimize the electromagnetic losses. Almost all the methods 

reported for minimizing the IM losses have been developed for 

steady-state operation or very slowly changing conditions. This 

excludes their use when the dynamic response is also important 

[5]. 

In many applications efficiency optimization of induction motor 

(IM) which is the most used electrical motor presents an important 

factor of control especially for autonomous electrical traction. The 

very extensive use of induction motor implies that if losses in IM 

drives can be reduced by just a few percent, it will have a major 

impact on the total electrical energy consumption [5] - [6].  

In high dynamic performances control schemes used in industrial 

applications like vector control and direct torque control, the flux 

is usually maintained constant equal to its nominal value; in this 

situation the induction motor run efficiently around the nominal 

point [6]. When the load is reduced considerably, the efficiency is 

also greatly reduced and the electrical energy consumption is then 

highly affected  

To solve this problem, many approaches have been developed in 

order to obtain a highly efficient IM drives as discussed above. In 

this work, the approach used is based on genetic algorithm (GA) 

developed by J.Holland during the 1960’s. The GA is basically a 

stochastic searching algorithm inspired by principle of the natural 

evolution of species. It is capable to solving non smooth, non 

continuous and non- differentiable problems for parallel 

computation to find global or near global optimal solutions [7] 

comparison between conventional optimization techniques and 

GA is presented in Table 1. 

In this paper, Fuzzy model identification through PSO is 

employed to minimize the IM losses in order to evaluate the 

optimal magnetizing current, thus maximizing efficiency. In this 

study, the motor model includes iron losses. Simulation results are 

compared with those obtained with the conventional method and 

the proposed method. 
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 2. METHODS OF LOSS REDUCTION AND 

    CONTROL TECHNIQUES 

Losses in an IM constitute copper loss and core loss in stator and 

rotor, mechanical loss, and stray load loss. Core loss and copper 

loss depend on the magnetic and electric loading of the machine 

and, therefore, are controllable. The stray load loss depends 

mainly on the construction of the motor (type of stator and rotor 

slots, length of overhang, etc.) and also on the harmonics in the 

supply voltage. Usually, for a given motor and specified load, the 

sum of stray load loss and the mechanical loss do not exceed 30% 

of the total losses and may be assumed to remain constant. Thus, 

the motivation of loss minimization is to look for an optimum 

balance of the variable losses to make the total loss minimum. So 

far, efforts on loss minimization are put into three major 

directions: 1) through improved design of the motor and 

converter; 2) by better management to operate a group of motors 

in a more efficient way; and 3) by introducing better control 

techniques. Therefore, investigation is focused on better control 

techniques to yield loss minimization [8]. 

2.1 Loss Model Control (LMC)  

Based on the IM loss model the optimum flux is computed 

analytically. Without extra hardware, LMC can be conveniently 

realized. However, it must need an accurate knowledge of motor 

parameters, which change considerably with temperature, 

saturation, skin effect, etc [9].  

2.2 On-Line Power Measure Search Control  

Based on minimum input power control, SC use particular search 

algorithms to find the optimum flux [10]-[11]. This approach does 

not require the knowledge of motor parameters. But the optimum 

flux search time is longer than that of LMC. In these search 

methods, the fuzzy logic based search method is the more 

successful one. But the need of simulation calculation to get the 

coefficients of the FL scaling factors, no doubt, will limit the 

application of this method. Unlike such simulation method, the 

new gain derivative method presented by this paper, which makes 

full use of the results of LMC, is simple and effective. Moreover, 

new fuzzy sets are designed to get over the oscillations around the 

optimum flux. The simulation of IM verifies that this strategy is 

very fast and highly precise, and can be applied for any steady 

state of IM.  

 

3. PROBLEM FORMULATION-MOTOR  

    LOSS MODEL 

3.1 Losses of Induction Motor  

The d-q model for a three phase IM in the synchronous frame can 

be written, when selecting the stator currents (isd, isq) and the 

rotor fluxes (Φrd, Φrq) as state variables as, [13]. The total loss 

equation is arrived from [3] & [13]. 

 
 

 

 

 

 
 

Where 

, ,  

and  

The total losses of an IM consist of stator and rotor copper losses, 

core losses Pfe and mechanical losses Pm.  In the steady state the 

stator and rotor copper losses are defined as follows: 

 

=                                                  (5) 

=                      (6) 

 

The core losses including the eddy current and hysteresis losses 

are given by: 

 

+ )        (7) 

             (8)

  

The coefficients of hysteresis and eddy current losses may be 

expressed as kh and ke respectively which can be determined from 

standard no-load test data, [13].As a reasonable approximation, 

the mechanical losses are dependent on the rotor speed, [10]. They 

can be expressed by: 

 

          (9) 

Where km is the mechanical loss coefficient. 

 

As the stator currents isd and isq are regulated and the motor is 

controlled to be field oriented to the rotor flux, according to the 

following relation: 

 

                                                (10)   

Insteady,the operating losses of the machine can be expressed as 

follows: 

 

 

       (11) 

 

The motor torque can be expressed as  

                                       (12) 

 

                              (13) 

4. LOSS MINIMIZING STRATEGY 

4.1 Control Block Diagram 
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A simplified block diagram of the optimization procedure is 

depicted in Figure.1; it is implemented in classical rotor flux 

oriented control (FOC). In this scheme fuzzy PSO optimization 

algorithm is proposed, where two phase currents and the rotor 

speed are measured in order to calculate 

 

Figure 1.  Block diagram of the optimization control system 

the electromagnetic torque and the magnetizing current (iμ) which 

enables us to express the total motor losses. 

 

5. FUZZY LOGIC APPROACH 

The fuzzy logic is an aggregation of rules, based on the input state 

variables condition with a corresponding desired output. A 

mechanism must exist to decide on which output, or combination 

of different outputs, will be used since each rule could 

conceivably result in a different output action. Fuzzy logic 

provides machinery for carrying out approximate reasoning 

processes when the available information is uncertain, incomplete 

or vague. The success of this methodology has been demonstrated 

in a variety of fields. Several fuzzy logic based efficiency 

controllers have been reported in literature, [9]-[10]. A fuzzy logic 

controller essentially embeds the experience and intuition of a 

human plant operator, and sometimes those of the designer of the 

plant, [13]. 

5.1 Fuzzy Controller Design 

According to the optimization principle based on Figure.2, two 

input variables are considered, the torque current component Isq 

and its variation ΔIsq. The output of the fuzzy controller is the 

stator current component Isdn, which is calculated to minimize 

both copper and iron losses. The above inputs and output variation 

domains are limited and normalized as follows, [13]-[14]: Control 

rules are extracted and summarized in Table 1 

 

           
 

       
 

           

            
 

Table 1.Fuzzy Rules (Z: Zero, P:Positive) 

 

 

Figure 2. Membership Functions for proposed scheme 

 

6. GA OPTIMIZATION PROCEDURE 

The GA was introduced by J. Holland during the 1960’s. It is 

known as a stochastic searching algorithm inspired by principle of 

the natural evolution of species. This tool is defined as stochastic 

optimization technique based on the genetic natural evolution 

mechanism of creative beings. Such algorithm is found to be a 

powerful computational tool in seeking optimums and is 

considered as the most up-to-date product of artificial intelligence 

techniques that emulate the mechanics of natural selection and 

genetics. It explores, with coding parameter set, the workspace by 

means of mechanism of reproduction, with the target of 
optimizing the process selection. This mechanism comprises 

selection, crossover and mutation operations. In this case, this 

optimization procedure consists of searching the optimum 

magnetizing current (flux) value for a given load torque by relying 

on GA. The loss equation [3] can be expressed as 

 

 

 

 

 

Figure 3. Flowchart for Efficiency Optimization by Gas 

 

This approach requires the introduction of an objective function 

(17) which evaluates how much good the fitted values of the 

magnetizing current are. From this function, a fitness that controls 

the reproduction process is derived. The individuals of the initial 

GA population are encoded in binary strings where each 

individual representing a parameter takes 10 bits. The input (load 

torque) and optimized output (Iμ) are shown in the Figure 3. The 

criterion to select the best individuals for reproduction is the 

objective (fitness) function. By proceeding in this way, the 

objective function adopted for this problem is the IM total losses 

given by equation (17). Each generation is subjected to the 

crossover and mutation mechanisms. The crossover consists in 



International Journal of Computer Applications (0975 – 8887)  

Volume 3 – No.1, June 2010 

9 

 

randomly selecting a position along parents string a swapping all 

binary digits following that position. The mutation follows 

crossover and works by randomly selecting one sting and one bit 

location, changing that strings bit from 1 to 0 or vice versa. The 

probabilities of the crossover and mutation are set to 0.8 and 0.01 

respectively. The optimized (Iμ) is used in the induction motor 

stator controller for improving the performance of the induction 

motor.  

7.  FUZZY MODEL IDENTIFICATION 

THROUGH PSO 

The origin of PSO is best described as sociologically inspired, 

since it was initially developed as a tool by Reynolds for 

simulating the flight patterns of birds, which was mainly governed 

by three major concerns: collision avoidance, velocity matching 

and flock centering [17]. Like evolutionary computation 

techniques, it uses a population of potential solutions called 

particles that are flown through the hyperspace/search-space. In 

PSO, the particles have an adaptable velocity that determines their 

movement in the search-space. Each particle also has a memory 

and hence it is capable of remembering the best position in the 

search-space ever visited by it. The position corresponding to the 

best fitness is known as pbest and the overall best out of all the 

particles in the population is called gbest. Consider that the 

search-space is d-dimensional and i-th particle in the swarm can 

be represented by Xi = (xi1, xi2,…,xid) and its velocity can be 

represented by another d-dimensional vector Vi = (vi1, vi2, …, 

vid). Let the best previously visited position of this particle be 

denoted by Pi = (pi1, pi2, …,pid).If g-th particle is the best 

particle and the iteration number is denoted by the superscript, 

then the swarm is modified according to the Eqs. (18) and (19). 

 

                                                                                                   (18) 

                                                        (19) 

where, 

w – inertia weight  

c1 – cognitive acceleration  

c2 – social acceleration  

r1, r2 – random numbers uniformly distributed in the range 

(0,1).The parameter Vmax is the maximum velocity along any 

dimension, which implies that, if the velocity along any dimension 

exceeds Vmax, it shall be clamped to this value. The inertia weight 

governs how much of the velocity should be retained from the 

previous time step. Generally the inertia weight is not kept fixed 

and is varied as the algorithm progresses so as to improve 

performance. 

 

 

Figure  4. Depiction of position updates in particle swarm 

optimization for 2-D parameter space 

7.1 Fuzzy Model Identification Problem 

The problem of fuzzy model identification includes the following 

issues:  

 Selecting the type of fuzzy model 

 Selecting the input and output variables for the model 

 Identifying the structure of the fuzzy model, which  

includes determination of the number and types of 

membership functions for the input and output variables 

and the number of fuzzy rules 

 

Figure 5. Proposed Loss minimization algorithm 

 

 Identifying the parameters of antecedent and consequent 

membership functions 

 Identifying the consequent parameters of the fuzzy rule 

base. 

The objective of optimization problem is to look for the values of 

the variables being optimized, which satisfy the defined 

constraints, which maximizes or minimizes the fitness function. In 

this paper Mean Square Error (MSE) defined in Eq. (20) is used as 

fitness/objective function for rating the fuzzy model. 

                                           (20) 

where, 

y(k) – desired output  

(k) – actual output of the model  

Z – number of data points taken for model validation 

 

A very important consideration is to completely represent a fuzzy 

system by a particle, and for this, all the needed information about 

the rule-base and membership functions is required to be specified 

through some encoding mechanism. It is also suggested to modify 

the membership functions and rule-base simultaneously, since 

they are codependent in a fuzzy system. 
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Figure 6. Flowchart for the PSO algorithm 

7.2 Algorithm of PSO 

Step 1 -Define fitness function 

Step 2 -Initialize the particles of the population according to the 

             limits. Initialize parameters Wmax, Wmin,C1,C2and iter max 

Step 3 -Generate initial population of N particle with random  

             position and velocities 

Step 4 – calculate fitness: Evaluate the fitness values of current 

             particle using the objective function Eq.(20) 

                                         

Step 5 – Update Pbest: Compare the fitness value of each particle  

              with its pbests. If the current value is better than pbest, 

              then set pbest value to the current value. 

 Step 6 - Update gbest: Compare the fitness value of each particle 

              with its gbests. If the current value is better than pbest, 

              then set pbest value to the current value. 

 Step 7 -If the number of iterations reaches the maximum, then go  

             to Step 8.Otherwise, go to Step 4. 

Step 8 -The particle that generates the latest gbest is the solution 

             of the problem. 

Step 9 – Stop 

7.3 Encoding Mechanism 

The following constraints are followed by every membership 

function of input and output variables.  

 

Particle Size=2mi-2 

Thus the particle size for representing the membership functions 

of input and output variables for a Mamdani model is given by Eq. 

(21). 

Particle Size (for membership functions)= 

 
 

Particle Size(for rule base)=                                         (22) 

 

Particle Size(for membership 

functions)=                                (23) 

7.4 Fuzzy Model Identification through PSO: 

A Matlab Implementation 

Table  2. List of Matlab functions 

i) Random Particle 

ii) Limit swarm 

iii) Limit Particle 

iv) Limit Membership Functions 

v) Limit rules 

vi) Get FIS 

vii) Calculate MSE 

 

Table 3. Strategy parameters for Identification of fuzzy model 

 

Swarm Size 30 

Iterations 2500 

C1 2 

C1 2 

W start(Inertia weight at 

the start of PSO run) 

0.9 

wend(Inertia weight at the 

end of PSO run) 

0.3 

V max 75 

 

8. RESULTS AND DISCUSSION  

In order to fulfill the IM energy saving task by the proposed 

approaches, a numerical simulation has been carried out using 

Matlab/Simulink software. The nameplate-rated characteristics of 

the induction machine with its model parameters used in the 

simulation are shown in Table 5. The Proposed fuzzy PSO   

optimization procedure has led to an optimal vector of 

magnetizing current (iμ) values for several loads. These obtained 

results are then introduced in a lookup table and finally inserted in 

the control block. As it is apparent the efficiency is greatly 

improved over a wide range when using those methods compared 

with the conventional method. The fuzzy PSO results are greatly 

improved particularly over the light load region through which 

habitually the efficiency values are relatively low. 

 

Define :Fitness function and constraints 

PSO Optimization searches for the fuzzy model 

                        Fitness function 

Termination is met 

End 

NO 

YES 

        Objective : Fuzzy model identification 

 

YES 
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Figure 7. Matlab Simulation model of fuzzy controller based optimization of Induction motor 

 

Figure 8. Matlab Simulation of Fuzzy PSO based optimization of Induction motor 

Figure 9. Efficiency Vs Load for different optimization techniques 
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Table  4. Comparison of efficiency values of different 

optimization techniques 

Load  Without 

Optimization 

Proposed Approach 

Fuzzy logic GA Fuzzy PSO 

0.2 70.78 84.41 87.81 95.21 

0.4 71.18 84.84 88.81 95.48 

0.6 71.88 85.35 88.5 95.46 

0.8 72.8 85.43 88.67 95.31 

1 73.97 85.53 88.63 95.33 

Table  5. Rating and Parameters of Induction Motor  

 

The equivalent core losses resistance is given by,: 

 

 
 

Where: 

A, B: constants charactering the iron losses. 

      f: stator or rotor flux frequency 

9. CONCLUSION 

In this study, Soft computing approaches have been treated and 

applied to improve IM efficiency. The first approach is the 

application of fuzzy logic and the second one is the Fuzzy PSO. 

The adopted strategy consists of decreasing the rotor flux by 

adjusting the magnetizing current component with respect to the 

torque current one. The obtained optimized results of this 

investigation by these techniques in conjunction with those of 

conventional methods are illustrated graphically in Figures 9.  

The use of PSO algorithm for identification of optimized fuzzy 

model from output data has been presented. They are of great 

interest since the IM efficiency is improved over a wide load 

operating range. Distinctively, those yielded from the fuzzy PSO 

technique are highly enhanced over the usually suffers of low 

efficiency values. From the presented study, one can conclude that 

this IM efficiency improvement strategy, implemented by fuzzy 

PSO, is very promising and leads to a significant energy saving 

under different load operating conditions. 
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