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ABSTRACT 

Combined economic and emission dispatch (CEED) is a mul-

ti-objective optimization problem aim of which is the simulta-

neous minimization of operating cost and pollutant emission 

by allocating generation among thermal units of an electric 

power system. Objective functions are conflicted and several 

equality and inequality constraints must be satisfied. This 

paper uses two bat algorithm based approaches for solving 

CEED. One of them hybridizes bat algorithm with differential 

evolution strategies while the other one inserts a mutation 

operator into the original bat algorithm. Both methods are 

applied to a 10-generator sample power system. Numerical 

results from the proposed algorithms are compared to those 

obtained by other techniques in recent literature. 
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1. INTRODUCTION 
Modern power generating systems are very complex and in-

clude nonlinear characteristics. Economic load dispatch 

(ELD) is a fundamental issue for a power system as it intends 

to minimize the operation cost. This problem can be handled 

by reaching the optimal generating power combination of the 

thermal units while satisfying a number of constraints. 

However, ELD is not the only major problem. Electric power 

organizations develop strategies to reduce the atmospheric 

pollution comes from power plants. Use of fossil fuel causes 

release of sulphur dioxide (SO2), nitrogen oxides (NOx) and 

carbon dioxide (CO2). These gassy pollutants are responsible 

for dangerous natural phenomena such as acid rain which 

harm plants, animals and humans. Thus, the problem of emis-

sion dispatch (ED) is considered as another basic concern for 

power systems. 

All above mentioned issues cause the need to formulate the 

combined economic and emission dispatch (CEED). The idea 

behind this multi-objective mathematical programming prob-

lem is the simultaneous minimization of economic cost and 

pollutant emission. These two objectives are conflicting be-

cause providing cheaper fossil fuel, a generator emits larger 

amount of atmospheric pollutants. Furthermore, total power 

demand must be satisfied without exceeding the generation 

output limits. 

Several deterministic and stochastic techniques have been 

reported in literature for solving CEED. One of the earlier 

attempts was the use of an ε-constraint method [16]. A linear 

programming method that combines section reduction method 

and third simplex method has been proposed in [6]. In [9] an 

elitist multi-objective evolutionary algorithm has been devel-

oped, based on the non-dominated sorting genetic algorithm - 

II for solving the environmental / economic dispatch problem. 

This study considered different objective functions for each of 

SO2 and NOx emissions. In [5] quadratic programming has 

been applied for various emission and economic dispatch 

problems. A multi-objective approach of the particle swarm 

optimization algorithm has been presented in [1] for environ-

mental / economic dispatch. Simulated annealing algorithm 

for solving economic emission dispatch was proposed in [12] 

and the λ of the λ-iteration method was considered as the only 

decision variable. In [13] artificial bee colony algorithm has 

been applied to solve multi-objective environmental / eco-

nomic dispatch. In [4] opposition learning method has been 

utilized to improve the convergence of harmony search algo-

rithm for combined economic and emission dispatch. A varie-

ty of economic and emission dispatch problems were handled 

in [8] by applying an ant algorithm designed for continuous 

problems. Studies [5], [8], [12] and [13] use penalty factor 

approaches to combine two objective functions into one. 

In this paper, two improved variants of the bat algorithm are 

proposed to solve the CEED problem. Weighted function 

method is used to transform the multi-objective problem into 

single-objective and the best solution is chosen by means of 

fuzzy set theory. 

Rest of the paper is organized as follows: Section 2 introduces 

the mathematical formulation of CEED. Section 3 presents the 

two proposed variants of the bat algorithm. Section 4 de-

scribes the methodology followed for handling CEED. Sec-

tion 5 discusses the simulation results of a test system. Results 

are compared to those obtained by ε-multi-objective genetic 

algorithm variable (εv-MOGA), hybrid ABC_PSO, multi-

objective differential evolution (MODE), non-sorting genetic 

algorithm-II (NSGA-II), pareto differential evolution (PDE) 

and strength pareto evolutionary algorithm-2 (SPEA-2). Con-

clusion of the paper is drawn in section 6. 

2. PROBLEM FORMULATION 
ELD reduces fuel cost without considering polluting sub-

stances output. On the other hand, ED reduces emission pollu-

tants by increasing fuel cost. Purpose of CEED is scheduling 

the generator outputs in order to bring operating cost and 

emission fuel into balance without violating equality and ine-

quality constraints. The problem is formulated as follows. 
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2.1 Fuel cost objective 
Mathematically, the fuel cost of each generating unit, consid-

ering the valve-point loading effect, is defined as the sum of a 

quadratic function and a sinusoidal function [10]. Total fuel 

cost of a power generating station can be expressed as 

            
         

 

   

                         

(1) 

where: 

 : number of thermal units 

  : power output of the  -the generating unit  

  ,   ,   ,   ,   : fuel cost coefficients of the  -th generating 

unit. 

2.2 Emission objective 
The atmospheric pollutants such as sulphur dioxide (SO2), 

nitrogen oxides (NOx) and carbon dioxide (CO2) caused by 

fossil-fueled thermal units can be modelled separately. How-

ever, for comparison purposes, the total emission of these 

pollutants is the sum of quadratic and exponential functions 

and can be stated as [6]: 

            
                      

 

   

 (2) 

where: 

  ,   ,   ,   ,   : emission coefficients of the  -th generating 

unit. 

2.3 Constraints 
 Power balance constraint: 

   

 

   

         (3) 

where: 

  : total load demand 

  : power losses in the transmission lines. 

Power losses can be represented as follows: 

            

 

   

 

   

 (4) 

where     are the transmission loss coefficients. 

 

 Generation capacity constraints: 

                 (5) 

where: 

      : minimum power generation of the  -th unit 

      : maximum power generation of the  -th unit 

2.4 Combined economic and emission dis-

patch 
CEED problem can be defined as 

               (6) 

subject to constraints (3) and (5). 

Similarly to the majority of the real world problems, CEED 

involves minimization of competing objective functions. Such 

multi-objective problems do not find a solution that minimizes 

all objectives at the same time but there is a set of solutions 

known as Pareto-optimal or non-dominated. A Pareto optimal 

solution can improve an objective function but it worsens 

another one. 

A common way to handle a multi-objective problem is to 

transform it into single-objective by combining the original 

objective functions. In this study, we use the weighted sum 

method. Objective function of the CEED problem is formulat-

ed as: 

          (7) 

under the following conditions: 

         and          (8) 

The most appropriate combined objective is determined by a 

decision making method based on cardinal priority ranking 

[10]. 

2.5 Cardinal priority ranking 
The fuzzy sets are defined by equations called membership 

functions. The membership function represents the degree of 

achievement of each original objective function as a value 

between 0 and 1. The membership value 1 indicates a fully 

satisfactory objective while value 0 denotes an unsatisfactory 

one. By taking account of the minimum and maximum values 

of each objective function together with the rate of increase of 

membership satisfaction, the decision maker must determine 

the membership function       in a subjective manner defined 

as: 

      

 
 
 

 
            

         
             

                 

            

  (9) 

The value of the membership function indicates how much (in 

the scale from 0 to 1) a non-dominated solution has satisfied 

the  -th objective. The sum of the membership function values 

      (        ) for all the objectives can be computed in 

order to  e sure the ‘ cco pl sh e t’ of e ch solut o     

s t sfy  g the object ves. The ‘ cco pl sh e t’ of e ch  o -

dominated solution can be rated with respect to all the   non-

dominated solutions by  or  l z  g  ts ‘ cco pl sh e t’ 

over the sum of the ‘ cco pl sh e t’ of the   non-

dominated solutions as follows: 

          

 

   

        

 

   

 

   

  (10) 

The function   can represent the fuzzy cardinal priority rank-

ing of the non-dominated solutions. The solution that attains 

the maximum    (        ) value will be chosen as the 

best compromise solution [10]. 

3. PROPOSED ALGORITHMS 
Two variants of the bat algorithm are developed for solving 

the CEED problem. One of the proposed techniques hybridiz-

es bat algorithm with differential evolution and the other one 

applies bat algorithm enhanced with a mutation operator. 
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3.1 Principles 
Before presenting the proposed optimization methods, we 

introduce the basic features of bat algorithm and differential 

evolution. 

3.1.1 Bat algorithm 
Bat algorithm (BA) is a swarm intelligence metaheuristic 

developed by Xin-She Yang [15] and inspired by the echolo-

cation behavior of micro-bats (Microchiroptera). Bats of this 

suborder emit ultrasonic sound pulses with varying loudness 

and emission rate to detect their prey and avoid obstacles. 

In BA, each virtual bat adjusts its frequency    and flies ran-

domly with a velocity    at position   . Movement of a virtual 

bat is controlled by its pulse emission rate    and loudness   . 
At time step  , a virtual bat moves according to the following 

equations: 

                     (11) 

  
    

       
              (12) 

  
    

      
  (13) 

where         is a random vector drawn from a uniform 

distribution and       is the current global best position (solu-

tion). Pseudocode 1 illustrates the original bat algorithm. 

Emission rate controls the local search, which is a random 

walk, according to the equation: 

                   (14) 

where          is a random number and       is the average 

loudness of all bats at the current time step. Loudness, in con-

junction with objective value, determines the acceptance of a 

new solution. Real bats increase pulse emission rate and de-

crease loudness as they approach their prey. In BA, these 

parameters are changed in the same way, with the following 

equations: 

  
       

  (15) 

  
      

              (16) 

 

Pseudocode 1. Bat algorithm 

Objective function     ,               
  

Initialize the bat population    and velocities    for   
        

Initialize frequencies   , pulse rates    and the loudness    
while                                  

Generate new solutions by adjusting frequency 

Updating velocities and locations/solutions 

if                 
Select a solution among the best solutions 

Generate a local solution around the selected best so-

lution  

end if 
Generate a new solution by flying randomly 

if                            
Accept the new solutions 

Increase    and decrease    
end if 
Rank the bats and find the current       

end while 

Postprocess results and visualization 

where   and   are constants. For any       and    , 

we have: 

  
    ,     

    
   as      (17) 

Typically, initial loudness   
  takes values from       while 

initial emission rate   
        [15]. Each bat has different 

values of emission rate and loudness. These parameters are 

updated only if the new position /solution is improved i.e. bat 

is moving towards the optimal solution. 

3.1.2 Differential evolution 
Differential evolution (DE) [14] is one of the most successful 

evolutionary algorithms. It creates new candidate vectors 

(solutions) by combining the existing ones and maintains a 

vector depending on the objective function value. 

For each target vector   , a new vector is generated by adding 

the weighted difference between two population vectors to a 

third vector. This operation is called mutation and the mutated 

vector    at the  -th iteration is generated, as follows: 

  
     

         
     

   (18) 

where            and    is the population size. Vectors 

   
 ,    

 ,     
 , are randomly selected with          

           and           .          is a real con-

stant factor that controls the amplification of the differential 

variation          . 

In order to increase the diversity of the population, a crosso-

ver operation is applied. Parameters of the mutated vector are 

mixed with parameters of the target vector and a trial vector    
is created, as follows: 

   
   

  
   
   
                    

   
   
                    

  (19) 

where                is a uniformly distributed random 

number, generated new for the  -th parameter of the  -th vec-

tor.    is the crossover constant within      . The relation 

           ensures that at least one parameter from the 

mutated vector is selected for the trial vector. 

If the trial vector gives smaller objective value than the target 

vector, the trial vector replaces the target vector in the next 

iteration. Otherwise, the target vector remains in the popula-

tion. This last operation is called selection and can be de-

scribed as: 

  
     

  
  
   
     

   
      

   
 

  
   
     

   
      

   
 

  (20) 

There are many other variants of the DE algorithm. The strat-

egies of each variant are denoted by the general notation 

DE/x/y/z, where 

 x is a string that denotes base vector      at mutation. 

Here,  t  s “r  d” bec use      is chosen randomly.  

 y is the number of difference vectors.  

 z is a string that denotes the type of crossover scheme. For 

the curre t v r   t  t  s “b  ” due to binomial crossover is 

used [14]. 

Hence, the basic DE scheme that was described above is de-

 oted  s “DE/r  d/1/b  ”. 
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3.2 Hybrid bat algorithm 
Bat algorithm can be improved by hybridization with differen-

tial evolution [7]. Hybrid bat algorithm (HBA) uses the differ-

ential evolution operations for the local search part instead of 

a random walk. Pseudocode 2 illustrates HBA. 

 

3.3 Mutated bat algorithm 
In this approach, a mutation operator is embedded for more 

powerful exploration of the solution space. Mutation operator 

is described by the following equation [3]: 

                       
               

(21) 

where    ,    ,    ,     are mutual different solutions and 

different from the current solution   .    and    are random 

vectors drawn from a uniform distribution within (0,1). Sym-

bol   is the Hadamard product operator. For a pair of matri-

ces with the same dimensions, Hadamard product creates a 

new matrix where each element    is the product of the corre-

sponding    elements of the two original matrices. The use of 

mutation operator provides further exploration of the search 

space and can avoid trapping into local optima. Mutated bat 

algorithm (MBA) is described by Pseudocode 3. 

4. METHODOLOGY 
Bat algorithm variants include many parameters so they are 

eligible for extensive experimentation. For HBA, this study 

uses fixed loudness and pulse emission and sets velocity 

bounds. MBA is implemented as described above. The  -

dimensional position of a bat represents the power output 

values of the   generators. 

Initially, a matrix of   candidate solutions is created and given 

by 

   

             
             
    

             

  (22) 

Each solution is evaluated by the objective function. Equality 

constraint is satisfied by adding a penalty term to the objective 

function. The new objective function is defined as follows: 

                  

 

   

        (23) 

where   is a positive constant chosen large enough so that 

Equation (3) holds. For the inequality constraints, if a generat-

ing limit is exceeded the power output of this thermal plant 

will take the value of this limit. Each algorithm continues 

until the maximum number of iterations is reached. 

5. SIMULATION RESULTS 
The proposed methods have been applied to a test system 

consists of ten generators at 2000 MW power demand. Gener-

ation unit data has been taken from [11] and it is shown at 

Appendix. Simulations were performed in MATLAB 8 envi-

ronment on a PC with a 3 GHz processor. Both algorithms 

have run for 500 iterations with 15 bats and frequency 

bounds:       ,       . For HBA, loudness   is 0.95, 

emission rate   is 0.5 and these values are the same for every 

bat. Differential mutation scaling factor    and crossover 

constant    of the DE scheme are equal to 0.5 and 0.8 respec-

tively. Velocity bounds are                    and 

                 . For MBA, coefficients of loudness   

and emission rate   are 0.9 and 0.01. Simulation results are 

compared with those presented in [2] and [11]. 

Pseudocode 2. Hybrid bat algorithm 

Objective function     ,               
  

Initialize the bat population    and velocities    for   
        

Initialize frequencies   , pulse rates    and the loudness    
while                                  

Generate new solutions by adjusting frequency 

Updating velocities and locations/solutions 

if                 
Modify the solut o  us  g “DE/r  d/1/b  ” 

end if 
Generate a new solution by flying randomly 

if                            
Accept the new solutions 

Increase    and decrease    
end if 
Rank the bats and find the current       

end while 

Postprocess results and visualization 

 

Pseudocode 3. Mutated bat algorithm 

Objective function     ,               
  

Initialize the bat population    and velocities    for   
        

Initialize frequencies   , pulse rates    and the loudness    
while                                  

Generate new solutions    by adjusting frequency 

Updating velocities and locations/solutions 

if                 
Select a solution among the best solutions 

Generate a local solution    around the selected best 

solution 

end if 
Generate a solution    using mutation operator 

Select the best solution    among   ,    and    

if                            
Accept the new solutions 

Increase    and decrease    
end if 

Rank the bats and find the current       
end while 

Postprocess results and visualization 

 

Results of the proposed algorithms for ELD are shown in 

Table 1 and they are compared to those provided by 

ABC_PSO hybrid algorithm and DE. Proposed algorithms 

achieve lower fuel costs values than those obtained using 

ABC_PSO and DE. Although fuel cost is the objective to be 

minimized, both proposed algorithms also manage to decrease 

pollutant emission. MBA obtains lower emission than HBA. 

For ED, results are shown in Table 2. HBA and MBA produce 

lower values for both emission and fuel cost than those ob-

tained by ABC_PSO but these values are higher compared to 

DE. Figures 1 and 2 illustrate fuel cost and emission conver-

gence of the proposed algorithms. Both HBA and MBA reach 

the optimal solution very fast. 

Numerical results of the multi-objective CEED problem are 

shown in Table 3. HBA obtains higher fuel cost and lower 

emission than MBA. Both proposed algorithms yield lower 
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Table 1. Economic load dispatch comparison results 

Output 
Algorithm 

HBA MBA ABC_PSO DE 

Unit 1 (MW) 55.0000 55.0000 55.0000 55.0000 

Unit 2 (MW) 80.0000 80.0000 80.0000 79.8900 

Unit 3 (MW) 106.6250 106.0842 106.9300 106.8253 

Unit 4 (MW) 99.2860 99.4944 100.5668 102.8307 

Unit 5 (MW) 82.1004 82.4612 81.4900 82.2418 

Unit 6 (MW) 84.0278 83.9977 83.0110 80.4352 

Unit 7 (MW) 300.0000 300.0000 300.0000 300.0000 

Unit 8 (MW) 339.9983 340.0000 340.0000 340.0000 

Unit 9 (MW) 470.0000 470.0000 470.0000 470.0000 

Unit 10 (MW) 469.9999 469.9973 470.0000 469.8975 

Losses (MW) 87.0374 87.0349 87.0344 - 

Fuel cost ($/hr) 111498 111498 111500 111500 

Emission (lb/hr) 4565.0 4563.2 4571.2 4581.0 

CPU time (sec) 1.99 2.08 - 9.42 

Table 2. Emission dispatch comparison results 

Output 
Algorithm 

HBA MBA ABC_PSO DE 

Unit 1 (MW) 55.0000 55.0000 55.0000 55.0000 

Unit 2 (MW) 80.0000 80.0000 80.0000 80.0000 

Unit 3 (MW) 81.1342 81.1391 81.9604 80.5924 

Unit 4 (MW) 81.3638 81.3567 78.8216 81.0233 

Unit 5 (MW) 160.0000 160.0000 160.0000 160.0000 

Unit 6 (MW) 240.0000 240.000 240.0000 240.0000 

Unit 7 (MW) 294.4856 294.4801 300.0000 292.7434 

Unit 8 (MW) 297.2685 297.2822 292.7800 299.1214 

Unit 9 (MW) 396.7662 396.7657 401.8478 394.5147 

Unit 10 (MW) 395.5769 395.5713 391.2096 398.6383 

Losses (MW) 81.5952 81.5951 81.5879 - 

Fuel cost ($/hr) 116412 116412 116420 116400 

Emission (lb/hr) 3932.2 3932.2 3932.3 3923.4 

CPU time (sec) 1.99 2.25 - 8.56 

 

Table 3. Combined economic and emission dispatch comparison results 

Output 
  Algorithm 

HBA MBA εv-MOGA ABC_PSO MODE PDE NSGA-II SPEA-2 

Unit 1 (MW) 55.0000 55.0000 54.1807 55.0000 54.9487 54.9853 51.9515 52.9761 

Unit 2 (MW) 80.0000 80.0000 78.4981 80.0000 74.5821 79.3803 67.2584 72.813 

Unit 3 (MW) 85.0157 85.0378 84.7653 81.1400 79.4294 83.9842 73.6879 78.1128 

Unit 4 (MW) 83.6358 83.6548 81.3502 84.2160 80.6875 86.5942 91.3554 83.6088 

Unit 5 (MW) 141.5894 141.3312 138.0526 138.3377 136.8551 144.4386 134.0522 137.2432 

Unit 6 (MW) 161.6944 161.3887 166.2667 167.5086 172.6393 165.7756 174.9504 172.9188 

Unit 7 (MW) 300.0000 299.9998 295.4660 296.8338 283.8233 283.2122 289.435 287.2023 

Unit 8 (MW) 315.4369 315.4383 326.7642 311.5824 316.3407 312.7709 314.0556 326.4023 

Unit 9 (MW) 429.7206 429.9759 428.9338 420.3363 448.5923 440.1135 455.6978 448.8814 

Unit 10 (MW) 431.8299 432.1132 429.6309 449.1598 436.4287 432.6783 431.8054 423.9025 

Losses (MW) 83.9228 83.9395 - 84.1736 - - - - 

Fuel cost ($/hr) 113389 113375 113422 113420 113480 113510 113540 113520 

Emission (lb/hr) 4117.6 4119.0 4120.5 4120.1 4124.9 4111.4 4130.2 4109.1 

CPU time (sec) 2.3006 2.9339 3.80 - 3.82 4.23 6.02 7.53 

 

values for both fuel cost and emission output compared to εv-

MOGA, ABC_PSO, MODE and NSGA-II. In comparison 

with PDE and SPEA-2, both bat algorithm variants yield low-

er fuel cost and higher emission. The distributions of 15 non 

dominated solutions for HBA and MBA are shown in Figures 

3 and 4 respectively. As expected, an objective function can-

not be improved without degradation of the other one. 

6. CONCLUSION 
In this paper, two bat algorithm approaches were employed to 

solve the combined economic and emission dispatch problem 

with non-polynomial equations. Both methods are very effi-

cient and provide competitive solutions. Despite the fact that 

fuel cost conflicts with emission, proposed methods decrease 

both objectives in most cases. In addition, they achieve very 

fast convergence without suffering from the cost of high com-

putational time. These facts make HBA and MBA more pow-

erful than other successful algorithms for the solution of the 

multi-objective CEED problem. 

Comparing the proposed method to each other, in HBA a 

bigger number of parameters needs to be determined while 

MBA consumes greater computational time. However, a good 

parameter setting can be obtained after experimentation and 

both algorithms can improve their performance so as to be-

come more powerful than other modern optimization meth-

ods. 

 

Figure 1. Fuel cost and emission convergence for HBA  
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Figure 2. Fuel cost and emission convergence for MBA 

 

 

Figure 3. Pareto optimal front for HBA 

 

 

Figure 4. Pareto optimal front for MBA 
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8. APPENDIX 
 

Table A1. Fuel cost coefficients and power limits 

Generating unit 
   

($/MW2hr) 

   
($/MWhr) 

   
($/hr) 

   
($/hr) 

   
(rad/MW) 

       

(MW) 

       

(MW) 

1 0.12951 40.5407 1000.403 33 0.0174 10 55 

2 0.10908 39.5804 950.606 25 0.0178 20 80 

3 0.12511 36.5104 900.705 32 0.0162 47 120 

4 0.12111 39.5104 800.705 30 0.0168 20 130 

5 0.15247 38.5390 756.799 30 0.0148 50 160 

6 0.10587 46.1592 451.325 20 0.0163 70 240 

7 0.03546 38.3055 1243.531 20 0.0152 60 300 

8 0.02803 40.3965 1049.998 30 0.0128 70 340 

9 0.02111 36.3278 1658.569 60 0.0136 135 470 

10 0.01799 38.2704 1356.659 40 0.0141 150 470 
 

Table A2. Emission coefficients 

Generating unit 
   

(lb/MW2hr) 

   
(lb/MWhr) 

   
(lb/hr) 

   
(lb/hr) 

   
(1/MW) 

1 0.04702 -3.9864 360.0012 0.25475 0.01234 

2 0.04652 -3.9524 350.0012 0.25475 0.01234 

3 0.04652 -3.9023 330.0056 0.25163 0.01215 

4 0.04652 -3.9023 330.0056 0.25163 0.01215 

5 0.00420 0.3277 13.8593 0.24970 0.01200 

6 0.00420 0.3277 13.8593 0.24970 0.01200 

7 0.00680 -0.5455 40.2699 0.24800 0.01290 

8 0.00680 -0.5455 40.2699 0.24990 0.01203 

9 0.00460 -0.5112 42.8955 0.25470 0.01234 

10 0.00460 -0.5112 42.8955 0.25470 0.01234 
 

The transmission loss coefficient matrix is 
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