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ABSTRACT 

Enterprise AI systems are being deployed at unprecedented 

speed across highly regulated sectors, yet governance 

frameworks have not evolved fast enough to prevent systemic 

risk, compliance failures, and opaque decision-making. As 

organizations increasingly rely on complex architectures, 

including generative AI, agentic systems, and distributed multi-

cloud pipelines, traditional governance models built for 

deterministic IT systems are no longer fit for purpose. This study 

addresses this critical gap by conducting a systematic literature 

review of emerging governance studies published between 2024 

and 2025, a period defined by the rollout of the EU AI Act and 

the global rise of enterprise-scale AI adoption. Drawing on 

evidence from contemporary scholarship, the study proposes a 

five-layer Enterprise AI Governance Framework that integrates 

strategic governance, lifecycle and operational oversight, 

autonomous system control, explainability and human 

oversight, and data and infrastructure governance. The synthesis 

reveals that while data governance and cybersecurity practices 

are relatively mature, significant weaknesses persist in strategic 

alignment, continuous lifecycle governance, and the oversight 

of autonomous and agentic AI systems. Explainability remains 

inconsistently implemented despite regulatory mandates, and 

organizations struggle to operationalize human-in-the-loop 

mechanisms at scale. The study contributes a novel, integrated 

governance architecture grounded in empirical literature, as well 

as an extended governance matrix and operationalized 

constructs that translate abstract principles into actionable 

controls. The findings highlight the urgent need for coordinated, 

multi-layer governance capable of addressing cross-

organizational, cross-regulatory, and cross-lifecycle risks. This 

research provides a timely foundation for strengthening 

accountability, transparency, and compliance in enterprise AI 

systems operating in rapidly evolving regulatory environments. 
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1. INTRODUCTION 
Enterprise artificial intelligence (AI) has expanded at an 

unprecedented pace, transforming decision-making, operational 

processes, and strategic capabilities across regulated sectors 

such as finance, healthcare, telecommunications, and public 

administration. The rise of large-scale machine learning models, 

generative AI systems, autonomous agents, and cloud-native AI 

architectures has increased both the scale and complexity of 

enterprise deployments ([9]). As organizations rely on AI to 

automate mission-critical functions, the consequences of 

governance failures have become more severe, manifesting as 

discriminatory financial decisions, erroneous medical outputs, 

privacy violations, cybersecurity breaches, and cross-border 

compliance infractions. These developments highlight a central 

issue: traditional IT governance and data management 

paradigms are no longer adequate for managing adaptive, 

probabilistic, and opaque AI behaviours in high-stakes 

environments ([1]; [20]; [23]).  

Regulated sectors impose particularly demanding requirements 

for AI governance. Financial and banking regulators mandate 

model risk management, traceability, and explainability, while 

healthcare regulators require algorithmic transparency, privacy 

protection, and validated clinical safety ([5]; [10]; [21]). 

Emerging global standards, including the EU AI Act, ISO/IEC 

42001, and NIST AI Risk Management Framework, further 

require systematic oversight across the AI lifecycle, robust 

documentation, and continuous monitoring of model 

performance and risk ([6]; [17]). Yet, organizations repeatedly 

struggle with siloed governance structures that separate AI 

governance, data governance, cybersecurity governance, and 

enterprise risk management into disconnected domains ([18]; 

[29]). This lack of integration leads to inconsistent oversight, 

poorly aligned controls, and latent vulnerabilities that propagate 

across AI pipelines. Strategic governance frameworks 

emphasize regulatory readiness and ethical alignment but lack 

operational structures that connect high-level policies to day-to-

day AI lifecycle controls ([4]; [8]; [22]). 

Existing scholarship offers important but fragmented 

contributions. Studies on cloud and data governance emphasizes 

security, compliance, and infrastructure policies but is 

insufficient for addressing AI-specific risks such as data drift, 

privacy leakage, adversarial vulnerabilities, and bias 

propagation ([2]; [7]). Lifecycle governance models, including 

adaptive frameworks such as the Adaptive AI Governance 

Framework (AAGF), highlight the importance of integrated 

monitoring and validation but do not integrate with governance 

needs for autonomous systems or enterprise-wide risk oversight 

([14]). Studies on explainable and ethical AI stress transparency, 

fairness, and human oversight but rarely extend into enterprise-

wide governance structures, and remain disconnected from 

infrastructural, operational, and strategic governance layers ([3]; 

[9]; [25]). However, emerging studies on agentic and 

autonomous AI architectures highlight new challenges in 

behavioural accountability, orchestration, and decision 

constraint mechanisms, yet these insights are rarely incorporated 

into holistic AI governance models ([13]; [15]; [19]).  

This study addresses these fragmentation challenges by 

systematically synthesizing the governance literature and 

proposing a unified, multi-layered governance model tailored to 

regulated enterprise environments. Drawing on strategic 

governance frameworks ([8]; [11]), lifecycle governance 

mechanisms ([14]), autonomous agent oversight architectures 

([13]; [15]), explainability and ethical governance standards 

([9]; [25]), and data and infrastructure governance models ([1]; 

[26]), the study develops a governance architecture capable of 

supporting safe, transparent, and compliant AI deployment at 

scale. In doing so, it advances theoretical understanding and 

provides actionable guidance for organizations navigating a 

rapidly evolving regulatory and technological landscape. 
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Despite rapid advancements in artificial intelligence and 

increasing regulatory pressure, the governance of enterprise AI 

systems in regulated environments remains fragmented, 

conceptually underdeveloped, and operationally inconsistent. 

Existing scholarship provides valuable but siloed insights that 

fail to converge into a unified governance architecture capable 

of addressing the multidimensional risks posed by modern AI 

deployed at enterprise scale. First, strategic governance remains 

insufficiently integrated with technical and operational controls. 

Studies such as [4] and [8] highlight the need for high-level 

investment governance, regulatory readiness, and ethical 

alignment. However, these works stop short of linking strategic 

oversight to concrete lifecycle controls, autonomous system 

constraints, or infrastructure governance. As a result, 

organizations often possess strategic AI policies that are 

disconnected from day-to-day model operations and compliance 

mechanisms. 

Second, AI lifecycle governance research is highly advanced but 

narrowly scoped. The AAGF framework proposed by [14] 

demonstrates the value of embedding governance into 

development workflows, yet lifecycle-focused studies largely 

ignore how operational controls should interact with strategic, 

ethical, or agentic governance demands. This creates a gap 

between model-level governance (e.g., validation, monitoring) 

and enterprise-level governance (e.g., risk committees, 

regulatory reporting), especially in highly regulated sectors. 

Third, governance of autonomous and agentic AI systems 

remains under-theorized and poorly integrated. Research by [13] 

and [15] introduces mechanisms for personality modeling, agent 

orchestration, and behavioural accountability, but these 

contributions are rarely linked to broader enterprise governance 

structures. With organizations increasingly adopting agentic AI 

for workflow automation, cybersecurity, and orchestration, the 

absence of integrated governance for autonomous behaviour 

represents a significant theoretical and practical gap.  

Fourth, while explainability, fairness, and transparency have 

been extensively studied ([3]; [9]; [25]), explainable Artificial 

Intelligence (XAI) and ethical governance remain conceptually 

isolated from operational, infrastructural, and strategic 

governance models. Most XAI research focuses on technical 

interpretability rather than its integration into enterprise risk 

management, regulatory compliance workflows, or cross-border 

oversight processes. Finally, data and infrastructure governance 

studies do not sufficiently account for AI-specific risk 

propagation. Studies on cloud governance and cross-border 

compliance ([7]; [2]; [1]) identify critical infrastructural 

vulnerabilities, but they operate largely outside the conceptual 

boundaries of AI governance. This separation prevents 

organizations from establishing integrated controls linking data 

lineage, identity management, and model behaviour. 

Taken together, the literature lacks a unified, multi-layered 

governance framework that systematically integrates strategic 

decision-making, lifecycle controls, autonomous system 

oversight, explainability mechanisms, and data/infrastructure 

safeguards. This fragmentation leaves regulated enterprises with 

partial and incompatible governance solutions, increasing 

exposure to legal, ethical, operational, and security risks. This 

study addresses the research gap by synthesizing the dispersed 

strands of AI governance scholarship into a coherent, five-layer 

governance architecture specifically tailored to the needs of 

enterprise AI systems operating in highly regulated 

environments. 

2. LITERATURE REVIEW 
The conceptual framework for this study is built on the premise 

that effective governance of enterprise AI systems operating in 

regulated environments must be multi-layered, integrated, and 

adaptive. As AI systems evolve from predictive analytics to 

autonomous, agentic, and cross-organizational infrastructures, 

governance cannot remain siloed or static. Instead, organizations 

require a holistic governance architecture that spans strategic 

decision-making, lifecycle management, autonomous system 

oversight, human-centered controls, and underlying data and 

infrastructure governance.  

 
Figure 1: Five-Layer Enterprise AI Governance Framework 
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This figure presents a vertically integrated governance 

architecture for enterprise AI systems in regulated 

environments. The top layer, Strategic Governance, evaluates AI 

initiatives using the GenAI Strategic Assessment (GSA) to 

determine value, risk, and organizational readiness. Lifecycle 

and Operational Governance follows, guided by the 

Autonomous AI Governance Framework (AAGF) through the 

Risk Allocation Matrix (RAM), regulatory compliance controls, 

and Machine Learning Operations (MLOps) practices. The third 

layer, Autonomous System Governance, establishes oversight 

for PTSA-driven and agentic systems, including task 

orchestration, agent accountability, and agent-to-agent (A2A) 

interaction protocols. The fourth layer, Explainability, Ethical 

Oversight and Human Control, embeds mechanisms for XAI, 

fairness, transparency, and bias mitigation. The final layer, Data, 

Cloud and Infrastructure Governance, provides the technical 

foundation for secure data management, lineage tracking, and 

cross-border regulatory compliance. 

Strategic Governance Layer (GSA Framework) 

The strategic governance layer provides the foundational 

orientation through which organizations determine whether, 

when, and under what regulatory and competitive conditions AI 

systems should be deployed. This layer establishes the 

enterprise-level priorities that precede model development and 

ensures that AI initiatives are strategically aligned with 

organizational goals, regulatory requirements, and external 

market forces. A major contribution in this domain is the GenAI 

Strategic Assessment (GSA) Framework introduced by [8]. The 

GSA framework responds to the strategic gap identified in the 

governance literature, namely, that most governance models 

begin at the development stage rather than at the ideation and 

investment stage where resource misalignment and compliance 

failures often originate. GSA provides a four-pillar structure 

encompassing: Value Chain Optimization and Innovation, 

Market and Competitive Reconfiguration, Organizational 

Readiness and Adaptability, and Ecosystem and Regulatory 

Landscape. Through weighted scoring and strategic assessment, 

the GSA offers decision-makers a quantifiable basis for go/no-

go decisions, minimizing risks of misaligned investments, 

unscalable pilots, or regulatory exposure. Case studies such as 

Chegg and Duolingo demonstrate how strategic assessment 

frameworks can prevent enterprise AI failures caused by poor 

integration, inadequate readiness, and unclear strategic value. 

The strategic significance of regulatory environments is 

reinforced in the bibliometric study by [11], which highlights 

growing scholarly attention to regulation-centric AI governance, 

particularly under the EU AI Act. Their analysis shows that 

although the volume of governance research is modest relative 

to broader AI scholarship, interdisciplinary interest, spanning 

ethics, privacy, and generative AI, is rising. The prominence of 

domains such as education, healthcare, and workplace 

management underscores that organizations must incorporate 

regulatory imperatives into strategic planning even before 

development begins. Ethical and social dimensions also 

influence strategic governance. [4] argues that responsible AI 

adoption cannot rely solely on internal decision processes; 

instead, enterprise strategy must integrate corporate 

responsibility, compliance obligations, and societal values in a 

unified governance vision. [25] extends this view to enterprise 

systems such as ERP, emphasizing that ethical governance, 

particularly around transparency, fairness, and inclusive design, 

is not merely a compliance requirement but a strategic 

imperative shaping trust, competitiveness, and partner 

relationships. 

Lifecycle and Operational Governance Layer (AAGF) 

While strategic governance determines which AI initiatives 

move forward, lifecycle and operational governance concerns 

how AI systems are developed, validated, deployed, monitored, 

and continuously improved. The most significant development 

in this area is the Adaptive AI Governance Framework (AAGF) 

proposed by [14]. This framework integrates governance 

controls directly into the product development lifecycle, 

ensuring that compliance and risk management do not become 

afterthoughts but remain embedded throughout model 

conception, design, testing, deployment, and monitoring. The 

AAGF introduces a Risk Assessment Matrix (RAM) that 

evaluates AI systems based on technical complexity, business 

impact, and regulatory burden. Through an 18-month study 

involving 15 organizations in technology, healthcare, and 

finance, [14] demonstrates substantial performance 

improvements: a 45% reduction in governance approval time, 

73% faster risk detection, and a 35% increase in development 

velocity. These empirical findings address a longstanding 

tension in governance scholarship, the idea that governance 

slows innovation, by illustrating that risk-tiered, dynamic, and 

integrated controls enable compliance and efficiency 

simultaneously. 

Complementary empirical work by [1] demonstrates how AI-

driven compliance frameworks outperform human-led 

compliance in highly regulated, cross-border data environments. 

Their mixed-methods study reveals a 73% reduction in 

regulatory violations and a 68% decrease in compliance-related 

operational costs. The study’s use of real-time compliance data 

and cross-jurisdictional policy analysis reinforces the necessity 

of embedding automated compliance monitoring into lifecycle 

governance systems, particularly for multinational enterprises 

dealing with heterogeneous regulatory regimes. Research by [3] 

extends this view by identifying transparency, accountability, 

fairness, and regulatory alignment as essential pillars of 

responsible governance in multi-cloud environments. Their 

work emphasizes the increasing complexity of cloud-native AI 

systems and the need for unified governance that spans both AI 

and underlying data infrastructure. Likewise, [26] highlights 

emerging tools such as predictive auditing, automated policy 

interpretation, and AI-enabled data lineage tracking. These 

technologies enhance the operational enforceability of 

governance policies and reduce human error, key capabilities for 

enterprise-scale, regulated AI. 

Furthermore, [24] demonstrates the potential of conversational 

AI systems to automate operational governance functions such 

as compliance checks, data discovery, and real-time policy 

interpretation. These findings, showing improvements in 

compliance, user adoption, and response times, suggest that 

lifecycle governance is evolving toward more human-centered 

and automated models that expand accessibility without 

compromising security or oversight. The cumulative evidence 

strongly supports the AAGF as a central component of an 

enterprise AI governance architecture, ensuring that AI systems 

remain compliant, explainable, and risk-aligned from 

development through deployment and monitoring. 

Autonomous System Governance Layer (PTSA and Agentic 

AI Architecture) 

As enterprise AI systems evolve from predictive and assistive 

models to agentic, autonomous, and self-orchestrating systems, 

governance must extend beyond lifecycle controls toward the 

regulation of autonomous behaviour. The Personality–Task–

Skill–Accountability (PTSA) and agentic AI frameworks 

proposed by [13] and [15] illustrate the emerging governance 
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challenges associated with autonomous AI agents. [15]’s PTSA 

framework introduces mechanisms for personality modeling, 

task orchestration, skill integration, and accountability tracking, 

elements necessary for ensuring predictable, reliable, and 

auditable agent behaviour. The study’s empirical validation 

across several enterprise contexts demonstrates improvements 

in task efficiency, personalization accuracy, and operational 

consistency, while highlighting the need for transparent agent 

decision logic and performance metrics.  

[13] advances this discussion by proposing a unified architecture 

for agentic AI systems built on Agent-to-Agent (A2A) 

communication protocols, event-driven coordination, vectorized 

memory, and, optionally, blockchain-based verification. These 

features collectively support autonomous task execution, failure 

simulation, cyber resilience, and decentralised decision-making. 

Such systems fundamentally challenge traditional governance 

assumptions, as they require oversight not only of models but 

also of inter-agent interactions, emergent behaviour, and cross-

system dependencies. Security governance is critical in 

autonomous environments. [27] shows that traditional 

perimeter-based security models are inadequate for virtualized 

enterprises, where AI-enhanced detection systems significantly 

outperform rule-based methods. With misconfigurations 

identified as key sources of vulnerability, AI-driven security 

systems can detect anomalies with 96.4% accuracy, yet the study 

highlights remaining issues, including remediation delays, 

privilege escalation risks, and dataset bias. These findings show 

that governance frameworks must include hybrid AI–human 

oversight, standardized remediation workflows, and bias 

auditing for agentic security systems. 

Additionally, [12] illustrates how AI-infused ERP environments 

create semi-autonomous enterprise ecosystems supporting 

predictive analytics, fraud detection, supply chain forecasting, 

and human resource intelligence. These capabilities demand 

governance mechanisms that track decision provenance, ensure 

accountability, and manage autonomous updates to workflows. 

Thus, the literature reveals that autonomous system governance 

requires specialized frameworks such as PTSA and agentic AI 

architectures, that address accountability, traceability, emergent 

risk, and human control in autonomous enterprise systems. 

Explainability, Transparency and Human Oversight Layer 

(XAI + Ethical Governance) 

Explainability and transparency remain central to AI 

governance, particularly in regulated environments requiring 

auditability, fairness, and human oversight. [9] provides one of 

the most comprehensive analyses of XAI techniques in cloud-

based enterprise applications, including feature importance 

ranking, rule extraction, surrogate modeling, and explainable 

visualization. These methods facilitate trust, support debugging, 

ensure regulatory compliance, and enable hybrid human-AI 

decision-making. [5] and [29] reinforce that traditional 

governance paradigms, designed for structured data and 

deterministic algorithms, are inadequate for modern AI systems, 

which generate unstructured, synthetic, and continuously 

evolving outputs. They identify key governance vulnerabilities 

such as data drift, bias propagation, and privacy leakage, calling 

for integrated transparency and monitoring mechanisms that link 

data governance with model governance. 

Ethical governance also plays a core role in this layer. [25] 

demonstrates how algorithmic transparency, bias mitigation, and 

inclusive design can strengthen trust and improve Business-to-

Business (B2B) relationships across supply chains. Similarly, 

[4] argues that responsible enterprise AI demands a multi-

stakeholder governance approach that aligns organizational and 

societal values. These studies emphasize that human oversight 

mechanisms must be built into AI systems to meet ethical norms 

and regulatory standards. Collectively, the literature establishes 

that explainability, fairness, and human oversight are not 

ancillary controls but foundational governance requirements, 

particularly under legislation such as the EU AI Act, which 

mandates transparency, documentation, and human-in-

command requirements for high-risk AI. 

Data and Infrastructure Governance Layer (Cloud 

Governance, Security, Compliance) 

Data and infrastructure governance form the technical substrate 

for enterprise AI governance. [7] and [2] highlight the 

importance of cloud governance frameworks emphasizing 

security, compliance, and ethical data practices. Because 

enterprise AI systems rely heavily on multi-cloud and 

distributed infrastructures, governance must address critical 

concerns such as data sovereignty, access control, encryption, 

and multi-jurisdictional regulatory compliance. Conventional 

data governance approaches, centered on structured datasets, are 

insufficient for the operational realities of modern AI 

ecosystems. [16] argue that organizations must evolve toward 

governance models capable of handling unstructured, dynamic, 

synthetic, and high-dimensional data. [28] extend this notion by 

calling for unified data and AI governance architectures that 

facilitate full lifecycle traceability, from data ingestion to model 

monitoring. 

[26] demonstrates how AI technologies such as metadata 

analysis, knowledge graphs, and predictive risk analytics can 

enhance data lineage tracking, anomaly detection, and 

regulatory compliance. Meanwhile, [1] provide evidence that 

AI-driven compliance systems significantly reduce cross-border 

compliance violations, highlighting the need for automated data 

governance in global enterprises. These studies collectively 

underscore that data governance, cloud security, and compliance 

monitoring must operate as integrated layers of enterprise AI 

governance, particularly in regulated sectors where data 

provenance, privacy protection, and cross-border compliance 

are essential. 

3. METHODOLOGY 
This study employs a Systematic Literature Review (SLR) 

design to develop a rigorous, evidence-based understanding of 

governance frameworks for enterprise AI systems operating in 

regulated environments. A systematic review is particularly 

appropriate given the rapid evolution of AI regulation, the 

proliferation of governance models across industries, and the 

increasing complexity of enterprise AI systems that combine 

generative models, autonomous agents, cloud-based 

infrastructures, and continuous learning mechanisms. To ensure 

methodological transparency and replicability, the review 

follows established guidelines from PRISMA (Preferred 

Reporting Items for Systematic Reviews and Meta-Analyses), 

the Kitchenham Evidence-Based Software Engineering 

Protocol, and the structured review principles outlined by 

Tranfield and colleagues.  

The purpose of the SLR is threefold. First, it seeks to identify 

and classify governance mechanisms and frameworks relevant 

to enterprise AI systems deployed in regulated environments. 

Second, it aims to map these governance mechanisms onto the 

five-layer conceptual governance architecture proposed in this 

study, namely, the Strategic Governance Layer, the Lifecycle 

and Operational Governance Layer, the Autonomous System 

Governance Layer, the Explainability and Human Oversight 

Layer, and the Data/Infrastructure Governance Layer. Third, the 

review intends to evaluate research gaps, practical 

inconsistencies, and emerging trends that influence the design 
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and implementation of governance systems across regulated 

sectors such as healthcare, finance, public administration, and 

high-risk infrastructure industries. 

To fulfil these objectives, a comprehensive search strategy was 

implemented across major scientific and technical databases, 

including Scopus, Web of Science, IEEE Xplore, ACM Digital 

Library, SpringerLink, ScienceDirect, and Google Scholar for 

grey literature. The search covered the period from 2024 to 

2025, which corresponds to the maturity of enterprise-scale AI 

systems, the rise of large language models, and the emergence 

of regulatory frameworks such as the EU AI Act and ISO/IEC 

42001. In addition, the chosen period captures the first wave of 

research produced after the rollout of the EU AI Act, alongside 

major regulatory updates in the U.S., U.K., China, and other 

jurisdictions that reshaped global expectations for transparency, 

risk management, and AI oversight. Earlier literature predates 

these regulatory shifts and therefore does not reflect today’s 

compliance landscape. 

Technologically, 2024-2025 saw the rapid emergence of agentic 

AI systems, multi-agent architectures, enterprise-grade GenAI 

deployments, and cloud-native governance controls, capabilities 

that were either experimental or nonexistent before 2024. As a 

result, governance challenges around autonomy, explainability, 

and multi-cloud compliance only became fully visible in this 

period. The period also produced an unprecedented surge of 

enterprise-focused governance frameworks, including AAGF, 

PTSA extensions, XAI pipelines, and cross-border compliance 

models, providing the richest and most relevant evidence for 

studying governance in regulated AI environments. 

The search terms included combinations of “AI governance,” 

“regulated environments,” “enterprise AI,” “AI lifecycle 

management,” “explainable AI,” “agentic AI,” “multi-cloud 

governance,” “compliance automation,” and related 

expressions. Boolean operators and controlled vocabulary terms 

were applied to enhance the precision and coverage of the search 

results. The inclusion criteria required that studies explicitly 

address AI governance mechanisms, data governance structures, 

model risk management, ethical frameworks, autonomous 

system control, or explainability requirements in enterprise or 

regulatory contexts. Eligible publications had to present 

substantive conceptual, empirical, or technical contributions 

relevant to the governance of AI systems deployed in regulated 

sectors. Studies were excluded if they lacked methodological 

clarity, failed to connect with governance issues, focused 

exclusively on consumer-facing AI systems, or were not 

published in English.  

The screening process followed the PRISMA flow. An initial set 

of 2,436 records was identified through database searches. After 

removing duplicates, 1,864 unique articles remained and were 

screened through title and abstract review. This stage reduced 

the pool to 412 articles that merited full-text assessment. Each 

of these articles was evaluated for methodological quality, 

conceptual relevance, and alignment with the thematic areas of 

the study. Ultimately, 114 articles met all inclusion criteria and 

were incorporated into the final synthesis. The remaining 

publications were excluded due to insufficient methodological 

rigor, lack of governance relevance, or duplication of findings. 

A structured data extraction protocol was then applied to the full-

text articles. Extracted information included publication details, 

research objectives, methodological approaches, governance 

mechanisms discussed, regulatory or compliance context, and 

technical focus areas such as cloud-based AI, generative AI, or 

autonomous agent systems. Data extraction also recorded how 

each study aligned with the five governance layers, enabling a 

structured mapping of empirical and conceptual contributions to 

the multi-layered framework. The coding process used a hybrid 

deductive–inductive approach. The deductive coding was 

derived from the predefined governance layers, ensuring 

theoretical grounding. In contrast, inductive coding allowed new 

governance constructs to emerge from the literature, such as 

federated governance protocols, autonomous agent behaviour 

auditing, and predictive compliance engines. All coding and 

thematic classification were carried out using NVivo 14 to 

ensure methodological consistency and traceability. 

The synthesis of findings proceeded through thematic analysis. 

First, descriptive synthesis summarized the content of each 

included study and grouped them by governance theme and 

regulatory context. Second, thematic analysis identified 

patterns, relationships, and divergences across the studies, 

highlighting how governance concerns vary across sectors and 

technological architectures. These insights were then integrated 

into the conceptual governance model. The mapping revealed, 

for example, that studies emphasizing executive decision 

frameworks and investment evaluation aligned closely with the 

Strategic Governance Layer, while research focusing on risk 

matrices, model validation routines, and MLOps regulatory 

integration corresponded with the Lifecycle and Operational 

Governance Layer. Similarly, literature on multi-agent systems, 

agentic architectures, and autonomous decision protocols 

aligned with the Autonomous System Governance Layer. 

Research on explainability, transparency, fairness evaluation, 

and human-in-the-loop controls informed the Explainability and 

Human Oversight Layer, whereas studies addressing cloud 

governance, data sovereignty, cybersecurity, and cross-border 

data transfer risks populated the Data and Infrastructure 

Governance Layer. 

To ensure the credibility of the synthesized insights, a formal 

quality assessment was conducted using established appraisal 

tools, including the Critical Appraisal Skills Programme (CASP) 

for qualitative studies, PRISMA quality indicators for 

systematic reviews, the Joanna Briggs Institute (JBI) criteria for 

empirical studies, and Kitchenham’s checklist for software 

engineering research. Studies were evaluated on the basis of 

methodological rigor, research transparency, conceptual 

contribution, and relevance to AI governance. Only studies 

meeting moderate to high quality thresholds were included in the 

final analysis. 

Ethical considerations were addressed by maintaining academic 

integrity, ensuring accurate attribution of all sources, and 

adhering to transparent reporting practices. Since the study 

utilized secondary data exclusively, it posed minimal ethical 

risk. The systematic nature of the review, combined with 

rigorous coding and transparent methodology, ensures that the 

findings represent a comprehensive and balanced synthesis of 

contemporary governance scholarship. 

4. DISCUSSION OF FINDINGS 
The findings of this systematic review reveal that while 

governance mechanisms for enterprise AI systems are 

expanding rapidly, the landscape remains fragmented across 

sectors, regulatory environments, and technological 

architectures. Synthesizing insights from the literature, it 

becomes clear that organizations have begun to adopt 

governance frameworks addressing strategic decision-making, 

lifecycle and operational oversight, autonomous system control, 

explainability, and data stewardship. Yet the maturity, 

integration, and coherence of these layers vary significantly.  
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4.1 Strategic Governance: Persistent Gaps 

in Executive Decision-Making and 

Organizational Alignment 
Across the reviewed studies, there is strong consensus that 

strategic governance remains the weakest and least formalized 

layer within regulated enterprise AI ecosystems. Research 

emphasizing executive decision frameworks, such as the GenAI 

Strategic Assessment (GSA) Framework, demonstrates that 

organizations increasingly recognize the need for structured 

evaluation mechanisms that align AI investments with enterprise 

strategy, regulatory expectations, and competitive positioning. 

Yet, despite these emerging models, the review reveals that most 

enterprises still lack standardized governance structures for AI 

portfolio evaluation, risk appetite calibration, or regulatory 

horizon scanning. 

Studies such as [8] and [14] highlight that organizations often 

prioritize speed and innovation over structured governance, 

leading to inconsistencies between AI ambition and institutional 

readiness. This misalignment contributes to systemic 

governance failures, including fragmented oversight, unclear 

accountability, and suboptimal resource allocation, issues that 

remain particularly pronounced in highly regulated sectors such 

as financial services and healthcare. The findings therefore 

reinforce the importance of establishing robust, enterprise-wide 

strategic governance mechanisms as a prerequisite for effective 

downstream operational governance. 

4.2 Lifecycle and Operational Governance: 

Increasing Formalization but Limited 

Standardization 
The review shows strong evidence that lifecycle governance and 

operational risk controls are becoming more sophisticated, 

driven largely by the rise of MLOps, model risk management, 

and regulatory pressure. Frameworks such as the Adaptive AI 

Governance Framework (AAGF) provide empirical evidence 

that governance integrated directly into product development 

workflows yields measurable improvements in compliance, 

efficiency, and innovation. 

Studies focusing on cloud-based AI engineering, automated 

compliance monitoring, and predictive auditing ([24]; [26]) 

demonstrate that organizations are moving towards continuous, 

real-time governance controls rather than static, periodic 

reviews. However, despite advances in model validation, drift 

detection, versioning, and auditability, the review identifies a 

lack of sector-wide standardization. Regulatory expectations 

differ substantially across sectors and jurisdictions, leading to 

fragmented compliance practices. The evidence suggests that 

while enterprises increasingly embed governance at the 

operational level, the absence of harmonized standards across 

regulatory domains continues to limit interoperability, 

traceability, and the scalability of governance practices. 

4.3 Autonomous System Governance: 

Emerging Capabilities and Increasing 

Complexity 
The governance of autonomous systems represents one of the 

most emergent and least understood areas within enterprise AI. 

A key insight from the synthesis is that autonomous system 

governance, covering agentic architectures, multi-agent 

orchestration, personality modelling, and PTSA-based 

accountability structures, is still in its infancy. Studies 

examining agentic AI ([13]; [15]) illustrate that autonomous 

agents are reshaping enterprise workflows by enabling 

distributed decision-making, continuous adaptation, and event-

driven responses to dynamic environments. However, the review 

shows that governance practices for autonomous AI remain 

underdeveloped. 

Despite the technical advances in agent-to-agent communication 

and intent-based orchestration, the review shows that 

governance mechanisms designed to regulate autonomous 

behaviours are largely underdeveloped. Organizations face 

substantial uncertainty in defining permissible decision 

boundaries for autonomous agents, particularly in high-risk or 

regulated contexts where errors may have operational, financial, 

reputational or legal consequences. Moreover, the potential for 

unintended escalation of agentic autonomy, where agents 

independently initiate actions or collaborate in ways not 

anticipated by developers, creates governance vulnerabilities 

that existing control models are ill-equipped to address. 

Ensuring accountability and traceability is also challenging, as 

multi-agent systems often generate distributed decision chains 

that are difficult to reconstruct, audit, or attribute to a responsible 

entity. Similarly, maintaining behavioural consistency across 

heterogeneous agents operating in dynamic environments 

remains problematic, especially when agents adapt or learn 

independently. 

4.4 Explainability, Transparency, and 

Human Oversight: Growing 

Recognition, Uneven Implementation 
Explainability and human oversight continue to function as 

foundational components of AI governance in regulated 

environments, yet their implementation across enterprise 

contexts remains inconsistent and often incomplete. The 

reviewed studies reveal that organizations increasingly 

recognize the need for stakeholder-aligned, role-specific, and 

context-aware interpretability mechanisms, particularly as 

enterprise AI systems become more deeply embedded in critical 

operations. Research on explainable AI (XAI) such as the work 

by [9], demonstrates that enterprises are beginning to integrate 

explanation tools into cloud-based systems to enhance trust, 

accountability, and diagnostic insight. Similarly, studies on 

ethical governance within ERP and enterprise ecosystems ([4]; 

[25]) emphasize the importance of embedding transparency 

principles and human-in-the-loop controls into system design, 

especially in high-stakes sectors where regulatory mandates 

such as the EU AI Act require explainability, traceability, and 

auditable decision pathways. 

Despite this growing recognition, significant barriers continue 

to impede the effective operationalization of explainability. 

Several studies note that integrating XAI into large-scale, 

distributed, or multi-cloud infrastructures presents substantial 

technical challenges, particularly when models must serve 

diverse user groups across environments with varying data 

access rights and compliance constraints. The persistent trade-

off between model accuracy and interpretability also 

complicates implementation, as organizations struggle to 

balance performance with the need for transparency. 

Furthermore, the lack of standardized metrics for evaluating the 

quality, fidelity, and usability of explanations contributes to 

inconsistent deployments and makes it difficult to assess 

whether explainability mechanisms genuinely enhance 

governance or merely satisfy procedural requirements. Human 

oversight processes are similarly underdeveloped; although 

many enterprises claim to employ human-in-the-loop 

mechanisms, these practices often lack formal escalation 

pathways, competency requirements, or auditability standards. 
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4.5 Data And Infrastructure Governance: 

The Most Mature but Still Evolving 

Layer 
Data and infrastructure governance emerges as the most 

established and systematically operationalized layer within the 

enterprise AI governance landscape. This maturity is largely 

attributable to decades of regulatory development in data 

protection, cybersecurity, digital infrastructure compliance, and 

cross-border data governance, which have compelled 

organizations to institutionalize security and privacy practices 

long before the advent of advanced AI systems. The reviewed 

studies, including those on cloud governance ([2]; [7]), cross-

border data compliance ([1]), and virtualized enterprise security 

([27]), show strong convergence around a common set of 

governance priorities: safeguarding data security, ensuring 

sovereignty and localization, preventing privacy leakage, 

enforcing granular access controls, and maintaining 

comprehensive audit logs and incident response mechanisms. 

These areas form the backbone of existing regulatory 

frameworks such as GDPR, HIPAA, NIST SP 800-53, and 

ISO/IEC security standards, which have shaped enterprise 

governance practices for years ([6]; [17]). 

However, even with this relative maturity, the data and 

infrastructure governance layer is experiencing significant strain 

as enterprise AI systems introduce new forms of data complexity 

and architectural risk. The literature identifies several persistent 

gaps, including the governance of synthetic data, which raises 

unresolved questions about provenance, fairness, and privacy 

preservation. Multi-cloud lineage traceability remains 

challenging, particularly in environments where AI training 

pipelines span multiple regions and cloud providers, making it 

difficult to ensure end-to-end auditability and regulatory 

compliance. Federated auditing also poses ongoing challenges, 

as organizations struggle to verify compliance across distributed 

learning systems without compromising data confidentiality. 

Furthermore, enterprises lack standardized mechanisms for 

governing AI-generated content, which increasingly influences 

decision-making processes but often lacks transparent source 

attribution or quality assurance controls. 

These findings suggest that while traditional data governance 

practices are well-established, they are not fully equipped to 

manage the novel risks introduced by AI-intensive enterprise 

architectures. As organizations increase their reliance on multi-

cloud infrastructures, autonomous data flows, and AI-driven 

decision engines, data governance must evolve toward more 

dynamic, contextual, and AI-aware models. The literature 

therefore points to the need for integrated data and AI 

governance frameworks capable of addressing emerging 

challenges related to provenance, transparency, and data 

lifecycle integrity in ways that go beyond classical data 

governance paradigms. 

5. INDUSTRY IMPLICATIONS 
The findings of this study have immediate and consequential 

implications for industries deploying AI in regulated 

environments. As sectors such as finance, healthcare, 

telecommunications, government services, consulting and 

manufacturing accelerate AI adoption, governance gaps are 

becoming increasingly visible, and increasingly risky. The 

multi-layer governance model developed in this study shows 

that most industries are innovating faster than they are 

governing, resulting in misalignment between ambition, 

compliance requirements, and organizational readiness. 

A key implication is that strategic governance must become an 

executive priority, not an afterthought. Many enterprises still 

approach AI through isolated pilot projects or departmental 

initiatives, leading to fragmented oversight and inconsistent 

accountability. Industries must establish enterprise-wide 

governance structures that align AI investment decisions with 

regulatory expectations and long-term strategic goals. At the 

operational level, the findings highlight the growing necessity 

for governance-integrated MLOps. Sectors operating under 

strict regulatory mandates must embed continuous monitoring, 

model validation, drift detection, and auditability into their 

development pipelines. Static governance checkpoints are no 

longer sufficient for high-risk or high-volume AI deployments. 

For industries experimenting with autonomous or agentic AI, the 

implications are even more urgent. Without clear autonomy 

boundaries, behavioural constraints, and override protocols, 

autonomous systems introduce systemic risks that current 

regulatory frameworks do not fully address. Explainability also 

emerges as an industry-wide bottleneck. Sectors that cannot 

provide role-specific, auditable explanations, especially in 

decisions affecting consumers, patients, or financial outcomes, 

face growing regulatory exposure and trust deficits. Finally, 

industries must modernize data and infrastructure governance to 

address multi-cloud complexity, synthetic data, cross-border 

flows, and AI-generated content. 

6. NOVEL CONTRIBUTION OF THE 

STUDY 
This study makes several significant and novel contributions to 

the emerging field of enterprise AI governance, particularly 

within regulated environments where accountability, 

transparency, and compliance are paramount. A primary 

contribution lies in the development of the Five-Layer 

Enterprise AI Governance Framework, which integrates 

strategic prioritization (GSA), lifecycle and operational 

oversight (AAGF), autonomous system governance (PTSA and 

agentic architectures), explainability and human oversight (XAI 

and ethical governance), and data and infrastructure governance 

(cloud security and cross-border compliance). Unlike existing 

models that focus primarily on compliance or risk mitigation, 

this framework provides a holistic structure that captures the 

interplay between top-level decision-making, technical 

governance controls, autonomous agent behaviour constraints, 

transparency requirements, and data sovereignty.  

Second, the study advances the field by identifying emergent 

governance challenges specific to autonomous agentic systems, 

an area where existing regulatory and organizational structures 

remain underdeveloped. By synthesizing emerging research on 

multi-agent orchestration, personality modeling, intent 

protocols, and agent accountability, the study provides early 

conceptual grounding for governing next-generation AI systems 

that operate with increasing independence and adaptive 

decision-making capabilities. Finally, the study contributes new 

theoretical insight by highlighting the misalignment between 

governance maturity across layers, revealing that strategic 

governance and autonomous system governance lag 

significantly behind data and infrastructure governance. This 

insight challenges the prevailing assumption that governance 

gaps are primarily technical; instead, it shows that deficiencies 

in strategic alignment and oversight structures often undermine 

the effectiveness of downstream controls. 

7. CONCLUSION 
This study examined the rapidly evolving landscape of 

enterprise AI governance in regulated environments and 

developed a comprehensive five-layer governance framework 
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integrating strategic, lifecycle, autonomous, explainability, and 

data-infrastructure controls. Through a systematic review of 

contemporary scholarship, the study demonstrated that while 

organizations have made meaningful progress in data 

governance and operational controls, substantial gaps persist in 

strategic alignment, autonomous system oversight, and the 

practical implementation of explainability and human oversight 

mechanisms. The findings show that effective enterprise AI 

governance cannot rely on isolated tools or policies; instead, it 

requires an integrated, architecture-centric approach that 

synchronizes decision-making across governance layers. The 

proposed framework contributes conceptually by offering a 

structured, multilayered model, and practically by providing a 

roadmap for organizations and regulators seeking to strengthen 

AI accountability, safety, and compliance.  

8. LIMITATIONS 
Despite its contributions, the study has several limitations that 

should be acknowledged. First, the rapid pace of technological 

and regulatory change means that some insights may shift as 

new regulatory guidelines (e.g., EU AI Act enforcement phases) 

and industry standards become operationalized. Second, the 

review synthesizes findings across diverse sectors and 

jurisdictions, which creates the possibility of oversimplification 

when interpreting governance practices that may be highly 

context-specific. Finally, while the proposed five-layer 

framework is theoretically grounded, it has not yet been 

empirically validated through organizational case studies or 

implementation trials. 

9. FUTURE RESEARCH DIRECTIONS 
Future research should build on this study by undertaking 

empirical validation of the five-layer governance model within 

real-world enterprise environments. Longitudinal and multi-

case studies are needed to examine how organizations deploy 

governance structures across the AI lifecycle and how these 

structures influence compliance, risk mitigation, and operational 

performance. Further inquiry is required into the governance of 

autonomous and agentic AI systems, including decision-

boundary design, behavioural constraints, and agent-level 

accountability logging, areas where existing literature remains 

thin. Future work should also explore cross-jurisdictional 

regulatory harmonization, particularly as enterprises 

increasingly operate across regulatory regimes with conflicting 

requirements for explainability, data localization, or model 

auditability. Additionally, research is needed to develop 

standardized metrics for explainability, human oversight 

effectiveness, and governance maturity, which would support 

benchmarking and regulatory assurance.  
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