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ABSTRACT

The increasing demand for multilingual help desk systems has
prompted the need for advanced solutions that can provide ac-
curate, real time responses across various languages. This pa-
per presents a retrieval-augmented generation (RAG) based sys-
tem optimized for low-bandwidth environments. The proposed sys-
tem integrates retrieval techniques with generative models, en-
abling it to generate contextually relevant responses while mini-
mizing latency. To address the challenge of low-bandwidth oper-
ation, model distillation and token compression methods are in-
troduced, which reduce model size and response time. The sys-
tem’s performance is evaluated on multilingual datasets, demon-
strating substantial improvements over baseline models in terms of
accuracy, recall, precision, and F1-Score. The challenges of mul-
tilingual support, retrieval accuracy, and low-latency performance
are effectively tackled by this approach, making it a viable so-
lution for real-time customer support in resource-constrained set-
tings. The findings suggest that the proposed system can serve as
a robust platform for multilingual help desks, offering improved
scalability and efficiency. The system was built using a hybrid re-
triever—generator architecture, with a cross-lingual transformer for
retrieval and a transformer-based sequence-to-sequence model for
generation. Multilingual datasets, including TyDiQA, mMARCO,
XQuAD, MLDoc, and AfriSenti, were used for training and evalu-
ation. Low-bandwidth optimization techniques such as model dis-
tillation and token compression were applied.The proposed sys-
tem achieved higher EM, BLEU, and MRR scores than baseline
models, with EM of 79.2%, BLEU of 32.8, and MRR of 0.80,
while reducing latency from 3.4s in the baseline to 2.1s. The dis-
tilled model further reduced latency to 1.8s with minor performance
trade-offs. Error analysis showed reduced hallucination rates and
improved relevance in responses for low-resource languages.
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1. INTRODUCTION

The growth of the internet has led to a rapid increase in the num-
ber of multilingual users across various online platforms (13). The
use of automated systems to assist these users, particularly in help
desk environments, has become critical (8). Traditional customer
support systems struggle to provide personalized and accurate re-
sponses in different languages (33). Additionally, the vast diversity
of languages presents challenges in achieving efficient and effective
communication (30). As businesses and organizations expand glob-
ally, there is a growing demand for systems that can cater to multi-
lingual queries while providing real time support in low-bandwidth
settings (1)).

The challenge in multilingual help desks lies in the need for sys-
tems that can understand and process queries in various languages
(3). Many help desk systems rely on rule-based methods or tradi-
tional translation models, which do not perform well across lan-
guages with limited data (7). The ability to retrieve relevant in-
formation and generate accurate responses in real time is essential
(16). More as, confirming that the system can function effectively
in low-bandwidth environments adds another layer of complexity
(17). These challenges present an opportunity to improve the effi-
ciency and accuracy of automated multilingual help desks.
Existing systems often fail to optimize the retrieval and response
generation processes (20). Traditional methods rely on static mod-
els or rule based approaches, limiting their ability to scale and adapt
(26). While recent advancements in machine learning have im-
proved these systems, they still face challenges in terms of multilin-
gual support and latency (5). Although retrieval-augmented models
show promise, many are still not optimized for low-bandwidth set-
tings (31). There is a need for an approach that balances accuracy,
efficiency, and real time processing in multilingual help desk sys-
tems (37)).

Several methods are currently being applied to address these issues
(4). Some models rely on retrieval-based techniques, where rele-
vant documents are retrieved from a knowledge base to assist in
answering queries (39). Others use generative models that generate
responses from scratch based on the input (21). While these mod-
els show promise, they often fail to handle the complexity of mul-
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tilingual inputs efficiently (40) Additionally, these systems strug-
gle with latency in low-bandwidth environments, which is critical
in real time interactions (19). Multilingual datasets and transfer
learning approaches have been applied, but these solutions often
require large amounts of training data and are not optimized for
low-latency situations (35).

The approach is focused on the combination of Retrieval Aug-
mented Generation (RAG) with low-latency optimization tech-
niques, specifically tailored for multilingual help desks. By inte-
grating advanced models with domain-specific knowledge bases,
relevant documents can be retrieved, and accurate responses can be
generated efficiently through this method. The quality of responses
is improved, and latency is reduced, making it well-suited for de-
ployment in low-bandwidth environments. A robust solution is of-
fered by the system, with a focus on multilingual support and real-
time efficiency to address the key challenges in current help desk
systems.

The aim of this research is to develop a RAG system for multi-
lingual help desks that provides accurate, contextually relevant re-
sponses in low bandwidth environments, while optimizing latency
and improving multilingual support through efficient retrieval and
generation techniques.

(1) How can retrieval-augmented generation techniques improve
the accuracy and efficiency of multilingual help desk systems
in low-bandwidth environments?

(2) What are the impacts of integrating domain-specific knowl-
edge bases on the performance and relevance of responses in
multilingual help desk systems?

(3) How can latency optimization methods, such as model distilla-
tion and token compression, enhance real time response gener-
ation in multilingual support systems?

The development of a RAG system for multilingual help desks
offers significant advantages in providing accurate and timely re-
sponses in low-bandwidth environments. Traditional help desk sys-
tems often struggle to meet the demands of multilingual users due
to challenges in retrieving relevant information and generating con-
textually accurate responses. This research addresses these chal-
lenges by leveraging retrieval-based models alongside generative
techniques, creating a hybrid approach that totally improves both
response quality and processing efficiency. The system’s ability to
operate effectively in low-bandwidth environments make sures its
applicability in real-world scenarios, where network constraints of-
ten hinder the performance of traditional systems.

Furthermore, the integration of domain-specific knowledge bases
into the RAG framework presents a novel solution to make sure that
the system’s responses are both contextually relevant and factually
accurate. By enhancing the system’s understanding of specific do-
mains, this research contributes to improving the multilingual help
desk experience for both users and operators. Additionally, the low-
latency optimizations proposed, such as model distillation and to-
ken compression, not only address real time challenges but also
set the stage for scalable systems that can handle large volumes of
queries across multiple languages. This work represents a signifi-
cant contribution to the field of Al driven customer support systems
and multilingual AI applications.

The rest of this paper is organized as follows: Section [2| reviews
prior models for multilingual help desks and identifies existing
gaps. Section [3] presents the proposed RAG-based system, includ-
ing the retrieval and generation components. Section[d] outlines the
datasets, preprocessing steps, and performance metrics. Section [3]
presents the assessment results, comparing the proposed system
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with baseline models. Finally, Section[6|concludes the paper with a
summary of findings and potential directions for future research.

2. LITERATURE REVIEW

The growing demand for multilingual, low latency Al systems in
help desks has prompted significant research into RAG models.
RAG systems have proven effective in improving the factual accu-
racy of responses by integrating external knowledge into the gen-
eration process, thus addressing issues such as hallucinations in
large language models (LLMs). However, the challenge of deploy-
ing these systems in low-bandwidth environments, particularly in
low-resource languages, has led to the development of specialized
models and architectures. Recent studies have focused on multi-
lingual systems, incorporating advancements like domain-specific
retrieval, compressed models, and memory-efficient processing to
reduce latency and optimize resource use. This literature review ex-
plores these innovations, highlighting the techniques and method-
ologies applied across various domains, with a particular emphasis
on their relevance to multilingual help desk systems deployed in
resource-constrained environments.

(24) developed a token-level retrieval model using ColBERT
and morphological parsing. This design supported Kinyarwanda
queries and improved dense retrieval accuracy in agriculture-
focused domains. The model achieved 77.1% on MRR@10 and
69.2% on Acc@5. (23) applied multilingual mBART and mT5
models in a dense retrieval setup for Swahili QA, reaching F1
score of 83.4 and BLEU score of 35.7. (9) described a hybrid sys-
tem combining rule-based and multilingual RAG components for
Amharic and English, with precision of 84.2% and F1 score of
82.4%.

(6) applied a compressed RNN encoder-decoder model with beam
search and sentence reranking to translate Yoruba-English voice
inputs under mobile network conditions. Their model obtained a
BLEU score of 27.9 and latency below 2.8 seconds. (11) intro-
duced the NoMIRACL dataset, containing 18 multilingual QA
collections, and applied retrieval-grounding methods that reached
72.6% recall@10 with a hallucination rate of 6.3%. (25) defined
a knowledge-graph powered multi-agent system for multilingual
Greek help desks. It achieved accuracy of 81.4% and an average
response time of 2.5 seconds. (27) applied cross-language retrieval
methods on mMARCO and TyDiQA, comparing tRAG and Multi-
RAG techniques. Results included exact match score of 68.7% and
BLEU score of 31.8. (2)described a distributed tiered RAG deploy-
ment using adaptive memory routing, with top-5 accuracy of 78.9%
and average response time of 2.3 seconds.

(18) defined a memory-specific routing method for domain-specific
QA in retrieval-augmented systems. Their architecture improved
F1 score to 79.2 and operated within a mean response time of 3.5
seconds. (14) introduced a model with adaptive prompt compres-
sion and retrieval alignment for help desk support. They reported
F1 score of 75.4 and BLEU score of 30.2, although smaller mod-
els showed reduced recall. Mori¢ et al. Ontology-Enhanced RAG
for Legal Chatbots described a system that incorporated domain
ontologies into the retrieval process. The system achieved BLEU
score of 33.1 and reduced hallucination but required complex man-
ual ontology creation and integration efforts.

(15) developed a distilled few-shot RAG chatbot for digital help
queries in rural China. Using question pairs from local training pro-
grams, the model achieved 72.8% accuracy at top-3 predictions and
reduced computational cost by 24%. All fifteen studies addressed
challenges of bandwidth, multilingual support, and response qual-
ity in low-resource environments. Many authors described archi-
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tectures that combined RAG with language-specific enhancements
such as morphological tokenizers or domain memories. The most
effective systems applied lightweight transformers, edge deploy-
ment, or distilled language models to reduce response times and
storage costs. In nearly all cases, RAG helped improve factual
grounding and reduced dependency on full LLM fine-tuning. How-
ever, several systems lacked robust privacy protection and remained
limited in cross-domain generalization. These studies demonstrated
a broad interest in multilingual, cost-efficient Al agents for real-
world help desk applications.

The studies reviewed collectively contributed to the body of work
focused on scalable, low-latency, and multilingual help desk sys-
tems. Each paper addressed issues specific to low-resource lan-
guages and bandwidth constraints, integrating RAG to improve sys-
tem reliability and reduce hallucinations. One common approach
was the use of distilled language models to reduce computational
overhead while maintaining relevant response quality. Several stud-
ies, such as those by (23) used distilled models for speech recog-
nition and text processing, achieving efficient results even under
limited network conditions. Other studies like those by (235) and
(27)introduced knowledge graphs and cross lingual retrieval as so-
lutions to confirm precise grounding for the generated responses.
Many papers, such as those by (18) explored memory routing for
domain-specific queries, completely enhancing the response qual-
ity for particular knowledge areas. Their methods allowed for real
time, context-aware generation by embedding memory systems that
reduced retrieval errors. Furthermore, studies like that of (14) em-
phasized the importance of adaptive retrieval alignment to opti-
mize resource use and confirm more relevant, timely answers. This
work highlighted the potential of RAG to be deployed across a
wide range of domains, from agriculture to healthcare, especially
in low bandwidth scenarios where the quality of both training data
and hardware could be variable. Despite the success of these sys-
tems, issues like query-specific relevance and model scalability
were identified as ongoing challenges.

While most systems described in these papers have achieved
promising results in real-world, low-resource environments, some
limitations remain. The complexity of creating adequate domain
specific ontologies or preparing data for multilingual contexts was a
recurring challenge in most of the studies. Additionally, the reliance
on robust, offline components to prepare data for real time retrieval
in languages with limited training data remains a limitation for
wider adoption. Nevertheless, these works have totally advanced
the development of multilingual Al agents that provide practical
support in real-world low-bandwidth settings. They demonstrated
how RAG can provide an affordable, effective solution for low-
resource and multilingual help desk applications.

(10) proposed a RAG-based system using a domain-tuned encoder
and LLaMA decoder for the Mandarin QA corpus. The system
demonstrated a F1 score of 87.9 and MRR of 0.83, highlighting its
robust performance in multilingual question answering. However, it
struggled with idiomatic ambiguity, which affected its performance
in certain contexts. Similarly, (34) focused on a Hindi-centric RAG
system for IndicNLP and user chat logs. The system, with accu-
racy at 76.2% and BLEU at 29.8, showcased a promising approach
for handling multilingual queries. Despite this, it faced issues with
mixed-script queries, indicating the need for models that handle
diverse script types more efficiently, especially in multilingual set-
tings.

(29) addressed the challenge of long context failure in legal ques-
tion answering by proposing a RAG-based system using a Telugu
Legal QA dataset. While the system demonstrated Exact Match
(EM) at 65.3% and reduced hallucination to 11%, it struggled with
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complex legal queries requiring long-context comprehension. This
issue is common in legal and multilingual applications, where con-
text understanding plays a critical role. Similarly, (38) introduced a
Command-R + BM25 hybrid retriever in RAG for the Multilingual
Disaster QA (MDQA) dataset. Their system achieved EM: 71.4%
and Recall@10: 79.6, but it faced issues with context drift in long
chains of questions. These findings suggest that improving contex-
tual consistency is essential for applications requiring detailed and
evolving conversations.

(28) proposed a translate-retrieve-generate pipeline with cross-
lingual reranking for multilingual question answering datasets like
MKQA, MLQA, and XOR-TyDi QA. The system achieved EM:
74.3%, BLEU: 34.1, and latency of 2.7s, demonstrating its ca-
pacity to handle multilingual queries efficiently. However, it faced
challenges with translation quality, which significantly affected re-
sponse precision in low-resource languages. Similarly, (12) used
self-aligned multilingual RAG with mT5 and a semantic feedback
loop for a multilingual customer service corpus. While their sys-
tem showed F1 of 80.2 and BLEU of 32.5, it faced high latency in
complex context-switch scenarios, which affected its scalability in
real-world applications. These findings underscore the importance
of improving translation quality and latency optimization for real-
time multilingual systems.

(22) focused on an ontology-aware retriever and generator for a Le-
gal KB chatbot, achieving BLEU of 33.1 and reducing hallucina-
tions. The system’s cost of knowledge base setup limited its scal-
ability. Meanwhile, (36) proposed a lightweight encoder-decoder
RAG system for public safety and legal KB on mobile devices. De-
spite its F1 of 78.9 and latency of 1.9s, it faced retrieval degra-
dation under mobile connectivity drops. These studies emphasize
the ongoing challenges of scalability, cost in specialized domains,
and low-latency performance in mobile and legal contexts. The pro-
posed RAG-based system in this paper aims to address these issues
by providing multilingual real-time support in low-bandwidth en-
vironments with optimized latency and accuracy.

3. PROPOSED METHODOLOGY

The methodology presented in this paper focuses on the develop-
ment of a RAG based multilingual Al agent tailored for help desks
operating in low-bandwidth environments. The problem addressed
involves generating contextually relevant responses to queries in
multiple languages while optimizing for minimal bandwidth con-
sumption. The system architecture is designed with two main com-
ponents: a retriever that retrieves relevant documents from a knowl-
edge base and a generator that generates natural language responses
based on the retrieved documents. The retrieval model calculates
the relevance between the query and documents using cosine simi-
larity, while the generator utilizes a transformer-based sequence-to-
sequence model to produce coherent responses. Several techniques
are employed, including model distillation and token compression,
to optimize the system for low-resource environments. These tech-
niques help reduce the model size and computational load, en-
suring that the system can function efficiently under bandwidth
constraints. The system is evaluated using Exact Match (EM),
BLEU, and Mean Reciprocal Rank (MRR) metrics, along with la-
tency measurements to assess the performance in real time settings.
Through a combination of pre trained multilingual models, fine-
tuning, and low-bandwidth optimizations, this work contributes to
the development of robust, scalable Al systems for multilingual
help desks.

This section outlines the methodology adopted for developing a
RAG based multilingual Al agent for help desks, operating in low-
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Table 1. Summary of RAG-Based Multilingual Systems in Low-Bandwidth Settings

Ref | Dataset Used Methodology Limitation Evaluation Results
(24) | Kinyarwanda corpus Token-level ColBERT retrieval Needs parser and domain adap- | MRR10: 77.1%, Acc5: 69.2%
tation
(23) | Swahili QA + Wikipedia mBART and mT5 with dense retriever Needs high-quality knowledge | F1: 83.4, BLEU: 35.7
base
) Ambharic-English queries Hybrid RAG and rule-based design Pretraining language limits F1: 82.4, Precision: 84.2
(©) Yoruba-English corpus RNN encoder with sentence reranking Tone compression loss BLEU: 27.9, Latency < 2.8s
(11) | 18 language QA sets Cross-lingual retrieval alignment Morphology hurts recall Recalll0: 72.6%, Hallucina-
tion: 6.3%
(25) | Greek admin records Multi-agent modular RAG graph Multi-agent sync load Acc: 81.4, Time: 2.5s
27) | TyDiQA, mMARCO Multilingual retrieval and response Translation noise risk EM: 68.7, BLEU: 31.8
(2) | Europarl, manuals Tiered edge-cloud pipeline Memory sync complexity Acc5: 78.9, Time: 2.3s
(18) | Custom facts + QA Contextual memory routing in RAG Knowledge refresh issues F1:79.2, Time: 3.5s
(15) | Rural QA pairs Few-shot distillation for RAG agent Domain-specific generalizabil- | Acc3: 72.8, Cost reduced by
ity 24%
(14) | Technical FAQs Adaptive prompt compression with re- | Recall loss on small models F1:75.4, BLEU: 30.2
trieval
(22) | Legal KB chatbot Ontology-aware retriever and generator | Cost of knowledge base setup BLEU: 33.1, Hallucination re-
duced
(10) | Mandarin QA corpus RAG with domain-tuned encoder and | Fails in idiomatic ambiguity F1: 87.9, MRR: 0.83, Latency:
LLaMA decoder 2.3s
(34) | IndicNLP + User Chat | Hindi-centric RAG with translation fall- | Fails on mixed-script queries Acc@3:76.2, BLEU: 29.8
Logs back layer
(29) | Telugu Legal QA dataset RAG with retrieval augmentation over | Long context failure in decoder | EM: 65.3, Hallucination: 11%
structured judgments
(38) | Multilingual Disaster QA | Command-R + BM25 hybrid retrieverin | Context drift in long chains EM: 71.4, Recall@10: 79.6
(MDQA) RAG
(28) | MKQA, MLQA, XOR- | Translate-retrieve-generate pipeline | Translation quality affects | EM: 74.3, BLEU: 34.1, La-
TyDi QA with cross-lingual reranking response precision in low- | tency: 2.7s
resource cases
(12) | Multilingual customer ser- | Self-aligned multilingual RAG using | High latency in complex | BLEU: 32.5, F1: 80.2, MRR:
vice corpus mT5 with semantic feedback loop context-switch scenarios 0.76
(36) | Public safety and legal KB | Lightweight encoder-decoder RAG with | Retrieval degradation under | F1:78.9, Latency: 1.9s, Mobile
(Mandarin-English) GRU-based retriever on mobile devices | mobile connectivity drops Success Rate: 88%

bandwidth environments. The problem formulation, data prepa-
ration, system architecture, model design, and implementation
steps are described. The decision metrics are also detailed, and
pseudocode for the entire workflow is presented. The methodol-
ogy emphasizes the optimization of retrieval-augmented systems
for efficient use of resources and reduced latency in bandwidth-
constrained scenarios.

The architecture of the proposed RAG-based multilingual help desk
system is depicted in Figure[I] The system utilizes a RAG frame-
work to process multilingual queries and generate contextually ac-
curate responses in low-bandwidth environments. The architecture
is designed to be efficient and scalable, ensuring optimal perfor-
mance in real time, low-latency conditions. The system consists
of two main components: the retriever and the generator. The re-
triever fetches the most relevant documents from a knowledge base
based on the user query. The retrieved documents are then fed into
the generator, which produces a fluent and contextually relevant re-
sponse. In low-bandwidth environments, the system incorporates
compression techniques and distilled models to minimize latency.
Additionally, the use of cross-lingual embeddings confirm s that the
system can handle multilingual queries without the need for sepa-
rate models for each language. This architecture is optimized for
help desks, providing real time support across multiple languages
with low-latency performance.

3.1 Problem Formulation

The main problem addressed in this work is the development of a
multilingual Al agent capable of providing relevant, context-aware
responses in low-bandwidth environments. The system must gener-
ate responses based on a query () and relevant documents retrieved
from an external knowledge base D, while optimizing for mini-
mal bandwidth consumption. The system must operate in various
languages, including low-resource languages, and confirm factual
accuracy through RAG.

Let @ represent a multilingual query and D = {di,ds,...,d,}
represent the set of candidate documents in the knowledge base.
The retrieval process can be defined as:

D = argmax, f(Q, D) (D

where f(Q, D) is a retrieval function that computes the relevance
score between the query ) and each document d; in the knowl-
edge base. The goal is to retrieve the most relevant documents D
that can be used by the generation model to produce accurate re-
sponses. This function measures the similarity between the query
and the document, and it is critical to confirm that the most perti-
nent documents are retrieved for response generation.
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RAG-Based Multilingual Help Desk — Top-to-Bottom Architecture
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Fig. 1. RAG-Based Multilingual Help Desk System Architecture

3.2 Data Preparation Let Dga represent the multilingual QA dataset, where each data

. . . . point consists of a query Q; and its corresponding answer A;:
The RAG system is trained and evaluated using two primary

datasets: a multilingual question-answering dataset and a domain-

specific knowledge base. Daoa = {(Qi, 4}y @
The multilingual QA dataset consists of several publicly avail- .
able datasets, such as TyDiQA and mMARCO, which are used where m represents the number of training examples. The dataset

is crucial for training the retrieval model to understand the types of
queries and answers that are likely to occur in real-world help desk
scenarios.

to train the retrieval and generation components. For low-resource
languages, datasets like AfriSenti for languages spoken in Africa
are also integrated, ensuring that the diversity of queries arising in
real-world scenarios can be handled by the system.
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Agriculture-related documents are used for the domain-specific
knowledge base in the RAG system. Let Dxg represent the knowl-
edge base where each document d; is indexed for retrieval:

Dyp = {d1,dz,...,dn} 3)
where n is the total number of documents in the knowledge base.

These documents provide context and factual data that are used by
the retrieval model to ground the generated responses.

3.3 System Architecture

The system architecture consists of two major components: the re-
triever and the generator. The retriever is responsible for fetching
relevant documents from the knowledge base, while the generator
uses these documents to generate a relevant response. These com-
ponents are connected in a pipeline as follows:

3.3.1 Retriever Model. The retrieval process is modeled using
the following equation, where f(Q, D) represents the relevance
scoring function that measures the similarity between the query Q
and the documents D. The goal is to retrieve the documents D that
maximize the similarity score:

QTD
D)= < 4
1@ D)= oo @

where () and D are vector embeddings of the query and document,
respectively. These embeddings are computed using a pre-trained
multilingual transformer model. The similarity score is based on
the cosine similarity between the query and document vectors, and
it serves to rank the documents based on their relevance to the input

query.

3.3.2  Generator Model. Once the relevant documents D are re-
trieved, the generator model produces a response. The generation
process can be formalized as:

y = Generator(Q, 15) 5)

where y is the generated response. The generation function com-
putes the probability of generating token y; at time ¢, conditioned
on the query @, the retrieved documents D, and the previously gen-
erated tokens:

T
pQ, D) = [ [ p(w:|Q, D,y1:e-1) ©)
t=1
where T is the total length of the response, and y; is the t-th token
in the response sequence. This equation allows for the generation
of coherent, context-aware responses conditioned on both the input
query and the retrieved documents.

3.3.3  Low-Bandwidth Optimization. To optimize the system for
low-bandwidth environments, model distillation and token com-
pression are applied. Let M be the smaller, distilled model and
M, the larger pre-trained model. The distillation loss is computed
as follows:

Lgisin = o - KL(p, (¥|Q, f))\|le(y|Q, D)+ B Lag (1)

where KL(||-) is the Kullback-Leibler divergence, and Ly, is the
task-specific loss (e.g., cross-entropy for text generation). The pa-
rameters « and (3 control the balance between distillation and task
loss.
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Algorithm 1 Training of RAG-Based Multilingual Help Desk Sys-
tem
1: Input: Dy 4, D g, teacher M, student M
2: Output: Retriever (E,, E,), reranker R, distilled M, com-
pression module C

Encode documents in Dk g using Ey
: Build ANN index from encoded documents
: for all (Q, A) € DQA do
Encode Q) with E,
Retrieve top-k candidates from ANN index
Select hard negatives and update (E,, E4) via contrastive
loss
10: end for
11: Train R to rerank candidates
12: for all (Q, A) € Dga do
13: Retrieve and rerank context D .
14: Compute teacher logits from M, (Q, D)
15: Compute student logits from M (Q, ﬁ)
16: Update M via Lge, =« KL+
17: end for
18: Train C for token compression
19: Fine-tune (E,, Eq), R, M, and C jointly

VR IANnbhw

A lightweight tokenizer is applied to reduce the token sequence
length while maintaining semantic integrity. The compression loss
is given by:

Lcompression =X ”Q - QH ®)

where (@ is the original token sequence and Q is the compressed
sequence. The parameter A controls the trade-off between compres-
sion and semantic preservation.

3.3.4 Training and Fine-Tuning. The models are pre-trained on
multilingual data and fine-tuned on domain-specific datasets. Let
Dieain Tepresent the training dataset consisting of query-answer pairs
and relevant documents:

Dtrain - {(Q27A17 ﬁ'L) ;’;1 (9)

where m represents the number of training examples. The objective
is to minimize the loss function Ly, during training:

Ltolal = Lretriever + Lgenerator + Ldistill + Lcompression (10)

where Liegiever aNd Ligenerator are the retrieval and generation losses,
respectively, and Ligin and Lcompression are the distillation and com-
pression losses. The final model is evaluated on both the training
and test datasets.

Below is the pseudocode that summarizes the entire system work-
flow:

3.4 Evaluation Metrics

The proposed multilingual retrieval-augmented generation system
was assessed using metrics tailored to its retrieval, generation, and
low-bandwidth optimization components.

Exact Match (EM) measures the proportion of cases where the gen-
erated answer g; exactly matches the reference y;. This directly re-
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Algorithm 2 Inference in Low-Bandwidth Environment (RAG)
1: Input: Query Q, retriever I, reranker R, generator M, com-
pression C, index Z, budget B, top-k, timeout 7

: Output: Response y with citations S

Q@ + NormalizeLang(Q)

: if LinkBandwidth() < 6 then
Q + Crx(Q)

end if

1 g+ Ey(Q)

9: Dy, < ANN_search(Z, ¢, k)

10: while D, = @ and k < k. do

11: k <+ 2k

12: Dy, + ANN_search(Z, q, k)

13: end while

14: D <« Rerank(R, Q, Dy,)

15: C+[]; S+ |[]; toks+ 0

16: foralld € D do

17: for all ¢ € Chunk(d) do

A A S o

18: '« C(c)

19: if toks + Tokens(c’) > B then
20: break

21: end if

22: C.append(c’)

23: S.append(Cite(d, ¢))

24: toks < toks + Tokens(c')

25: end for
26: if toks > B then

27: break
28: end if
29: end for

30 y+¢; t+0

31: while -EOS(y) and t < 7 do
32: y < y || Ms.NextToken(Q, C, y)
33: t < Elapsed()

34: end while

35: if t > 7 then

36: C < Truncate(C')

37: y  M;.Greedy(Q, C)
38: end if

39: if Crx applied then

40:  y+ Crx(y)

41: end if

42: y < PostProcess(y, S)

43: return (y,S)

flects answer correctness without partial credit. For IV test queries,
1N
EM = — 1(g: = ys 11
N ; (9 =) (11

where §; = M;(Q;,C;), @Q; is the query, and C; is the context
retrieved and compressed for ;.

Precision and recall are computed at the document retrieval stage.
Let R; be the set of documents retrieved for Q; and GG; be the set
of gold relevant documents:

S RiNG

Zil ‘G1|
(12)

Precision = ,  Recall =
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The F1-score combines these to capture retrieval quality balance:

2 Precision - Recall

Fl = (13)

Precision + Recall

BLEU evaluates generated responses ¢; against references y; in
a multilingual setting. Given n-gram precision p,, (Q;) computed
over the generated text after token compression and decompression,

Ng

BLEU = BP - exp Z wy, log pn (Q:) (14)

n=1

where N, is the maximum n-gram length, w,, are weights, and BP
is the brevity penalty. This metric reflects how well the generation
stage preserves semantic fidelity under bandwidth constraints.
Mean Reciprocal Rank (MRR) measures how highly the first rele-
vant document appears in the ranked retrieval list after reranking:

1w 1
MRR = — 15
N ; rank; as

where rank; is the position of the first d € G; in the reranked ﬁi.
This is important for ensuring that context construction starts from
highly relevant documents.

Latency is decomposed into retrieval, compression, and generation
components:

Latency, = (£ — £5%) 4 (£™ — %) + (£ — £™)  (16)

where ¢J*" is query receipt time, ¢ is retrieval completion time,
;" is post-compression time, and 5" is final generation output
time. This breakdown allows identification of bottlenecks in low-
bandwidth operation.

These customized formulations align each metric with a corre-
sponding stage of the proposed architecture, enabling performance
analysis that reflects both multilingual accuracy and efficiency in
constrained environments.

4. EXPERIMENT SETUP

The experiments were conducted to evaluate the multilingual
retrieval-augmented generation (RAG) system under both ideal
and constrained network conditions, with a specific focus on low-
bandwidth operation and support for low-resource languages. The
evaluation relied on a combination of publicly available multilin-
gual benchmarks and a custom-built domain-specific knowledge
base.

The multilingual question answering evaluation was primarily
based on the XQuAD dataset, which contains aligned ques-
tion—answer pairs across 11 languages, including Spanish, Greek,
Hindi, Arabic, and Turkish. This dataset is well-suited for cross-
lingual retrieval-generation evaluation as it enables testing where
the query and supporting context may differ in language. To com-
plement this, the MLDoc dataset was incorporated to simulate
multilingual help desk classification tasks. MLDoc includes bal-
anced news articles in English, French, Chinese, German, Italian,
Japanese, Russian, and Spanish, providing a range of high-resource
and low-resource cases. As described by Schwenk and Li (32), ML-
Doc is widely used for evaluating multilingual document classifica-
tion performance. In addition to these standard datasets, a domain-
specific agriculture knowledge base K was created, containing
9,300 documents covering crop management, irrigation planning,
soil health monitoring, pest control strategies, and climate adapta-
tion methods. This custom resource allowed evaluation of real help
desk scenarios where specialized terminology is necessary.
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All datasets were preprocessed using a SentencePiece tokenizer
from the mBART-50 and mT5 models to maintain tokenization
consistency across languages. For morphologically rich languages
such as Hindi and Greek, morphological normalization was ap-
plied through affix stripping and lemma mapping to reduce vocab-
ulary sparsity. The knowledge base was segmented into passages of
length 256 tokens, each tagged with metadata for language, topic,
and timestamp, enabling retrieval scoring to incorporate both se-
mantic similarity and contextual metadata.
The retrieval module used a cross-lingual transformer encoder
based on XLM-Ry,s, fine-tuned to produce d = 768-dimensional
dense vector embeddings. Cosine similarity was used for scoring,
and approximate nearest neighbor search was implemented with
FAISS using a hierarchical navigable small world (HNSW) index
with M = 32 and e fSearch = 64. Hyperparameters for retrieval
were determined by grid search over batch sizes {16,32,64},
learning rates {1 x 107°,3 x 107°,5 x 10~°}, and embedding di-
mensions {512, 768}, with the optimal configuration being a batch
size of 32, learning rate 3 x 1075, and 768-dimensional embed-
dings.
The generation module was a distilled sequence-to-sequence trans-
former derived from mBART-50-large. Teacher—student distillation
minimized

Lgen = KL(Zt |l z*) + B8 CE(9,y), (17)

where z! and z° are teacher and student logits, § is the predicted
output, y is the gold answer, « = 0.7, and 5 = 0.3. Token com-
pression modules Crx and Crx reduced average sequence length
by 42% on input and output, preserving semantic content via a
learned subword importance model.
Training was conducted in two phases. In the pre-training phase,
retrieval and generation modules were initialized on a large-scale
multilingual QA corpus of 4.8 million examples. In the fine-tuning
phase, retrieval was optimized jointly on XQuAD and MLDoc in
a multi-task setup, while generation was fine-tuned exclusively on
XQuAD. Optimization used AdamW with weight decay 1 x 1072,
gradient clipping at 1.0, and a cyclical learning rate schedule in
the range [1 x 107%,3 x 107°] with cycle length 4,000 steps.
The batch size was fixed at 32 and dropout probability at 0.1
for all transformer layers. Early stopping was applied if no im-
provement in validation Exact Match or BLEU was observed for
8 consecutive evaluations. A hyperparameter search for the gen-
erator covered temperature {0.7,0.85,1.0} and maximum context
length {256, 384, 512}, with the best configuration being tempera-
ture 0.85 and context length 384 tokens.
Evaluation was performed every 10 epochs using Exact Match, Pre-
cision, Recall, F1-score, BLEU, Mean Reciprocal Rank, and La-
tency. Latency was decomposed as

Latency, = (7" — ;) + (" — ") + (5" = £;"),  (18)

K3

where ¢$“" is query receipt time, ¢** is retrieval completion time,
;™" is post-compression time, and ¢ is generation completion
time.

Experiments were run in two environments: (1) a cloud setup with
an NVIDIA A100 GPU (40 GB memory) and 256 GB RAM
for high-throughput testing, and (2) a local deployment with an
NVIDIA T4 GPU (16 GB) and Intel Xeon 12-core CPU for de-
ployment profiling. Low-bandwidth simulation was applied using
Linux tc to throttle bandwidth to 5 Kbps with latency jitter 120
ms, representing rural connectivity conditions. Each system vari-
ant processed 1,000 randomly selected queries from each language
subset, repeated for three random seeds {42, 123,2025}, and re-
sults were averaged to reduce variance.
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Three system configurations were compared:

—a multilingual transformer without retrieval,
—a RAG system without compression or distillation, and
—the full proposed system.

This setup allowed direct analysis of retrieval quality, generation
accuracy, and efficiency under realistic deployment constraints.

4.1 Dataset and Language Information

The evaluation of the proposed multilingual retrieval-augmented
generation system relied on three primary data sources: XQuAD,
MLDoc, and a custom agriculture knowledge base. The selec-
tion ensured coverage across high-resource and low-resource lan-
guages, question—answer retrieval tasks, document classification
scenarios, and specialized domain-specific contexts.

The XQuAD dataset provides parallel question—answer pairs
aligned across multiple languages. Each instance consists of a ques-
tion in one language, a corresponding answer, and a context para-
graph, allowing both monolingual and cross-lingual testing. For
the present work, the following languages from XQuAD were in-
cluded: English, Spanish, German, Greek, Hindi, Arabic, Turk-
ish, Vietnamese, Thai, and Chinese. The number of Q—A pairs per
language was balanced at 1,190 instances, following the official
XQuAD distribution.

The MLDoc dataset consists of multilingual news articles labeled
into one of eight categories (Economy, Entertainment, Health, Pol-
itics, Science, Sports, Technology, and Miscellaneous). Although
MLDoc is primarily used for classification, in this work it was in-
corporated to simulate help desk document retrieval scenarios by
treating the category label as a retrieval target. Languages included
from MLDoc were English, French, German, Spanish, Italian, Rus-
sian, Japanese, and Chinese, with 10,000 records per language,
equally distributed across classes.

The custom agriculture knowledge base K was compiled from
publicly available agricultural extension materials, research sum-
maries, and farmer advisory bulletins. It contains a total of 9,300
documents, each linked to one or more topical tags (e.g., crop man-
agement, irrigation, soil health, pest control, climate adaptation).
For Q-A simulation, each document was paired with manually con-
structed questions, producing a set of 14,250 Q-A pairs. The lan-
guage distribution was determined by availability of authoritative
material: English (5,000 docs), Hindi (2,000 docs), Arabic (1,200
docs), and French (1,100 docs). Tablesummarizes the complete
language coverage, dataset sources, and record counts.

The explicit listing of languages, dataset origins, and record sizes
ensures that all languages appearing in evaluation results are trace-
able to their original data sources. This transparency avoids incon-
sistencies, such as languages appearing in performance tables with-
out prior mention in the dataset description, and facilitates repro-
ducibility of the multilingual evaluation.

5. RESULTS AND ANALYSIS

The outcomes of experiments using the RAG model in low-
bandwidth settings for multilingual help desk applications are pre-
sented. The system’s performance is assessed based on the follow-
ing metrics: EM, BLEU score, MRR, and latency. This section also
discusses the model’s performance in low-resource environments,
scalability across multiple languages, and the effectiveness of the
retrieval mechanism.

The following assessment metrics were used to measure the
model’s performance EM This metric measures the percentage
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Table 2. Language coverage and dataset statistics for all evaluation sources. QA Pairs denote exact
question—answer pairs used for retrieval and generation evaluation. Doc Count refers to the number of
documents available for retrieval.

Language Source Dataset(s) Doc Count | QA Pairs Notes
English XQuAD, MLDoc, Custom KB 12,300 16,440 High-resource baseline
Spanish XQuAD, MLDoc 11,190 1,190 Includes cross-lingual queries
German XQuAD, MLDoc 11,190 1,190 Morphologically simpler than Greek
Greek XQuAD 1,190 1,190 Morphological normalization applied
Hindi XQuAD, Custom KB 3,190 3,190 Agglutinative morphology handled
Arabic XQuAD, Custom KB 2,390 2,390 Right-to-left script
Turkish XQuAD 1,190 1,190 Complex morphology
Vietnamese XQuAD 1,190 1,190 Diacritic-sensitive tokenization
Thai XQuAD 1,190 1,190 Non-segmented script tokenization
Chinese XQuAD, MLDoc 11,190 1,190 Character-level tokenization
French MLDoc, Custom KB 1,100 1,100 Roman script
Italian MLDoc 10,000 N/A Classification only
Russian MLDoc 10,000 N/A Cyrillic script
Japanese MLDoc 10,000 N/A Character-based tokenization

of queries for which the model generates an EMwith the ground
truth. BLEU Score The BLEU score is a precision-based metric that
assesses the quality of generated responses by comparing n-grams.
MRR measures the ranking quality of retrieved documents.Latency
this metric measures the time taken for the system to respond,
which is critical in low-bandwidth scenarios.

The performance of the RAG-based multilingual help desk system
in various configurations, including baseline models for compari-
son, is presented in Table[3]

Table 3. Evaluation Metrics Comparison

Model EM (%) | BLEU | MRR | Latency
Baseline Model 68.5 25.4 0.65 34
RAG-based System (Full) 79.2 32.8 0.80 2.1
Distilled Model 753 28.1 0.72 1.8
RAG with Token Compression 77.1 30.2 0.78 1.9

Table [ presents the multilingual latency breakdown, showing pro-
cessing delays across retrieval, compression, and generation stages
for each supported language.

The RAG-based System performs better than the baseline model in
all metrics, with notable improvements in EM and MRR. The Dis-
tilled Model offers a balance between performance and efficiency,
showing slightly lower EM but completely reduced latency. Token
Compression improves both EM and BLEU without sacrificing too
much on latency.

Figure |2| presents a comparison of BLEU scores across different
models, evaluating their ability to generate fluent and high-quality
responses. The BLEU score, which measures the n-gram precision
of the generated responses, serves as a crucial metric for assessing
the quality of machine-generated text. A higher BLEU score indi-
cates that the model is better at producing responses that closely

Table 4. Multilingual Latency Breakdown by Language

Language | Avg Retrieval | Compression | Generation | Latency
English 0.72 0.18 1.20 2.10
Hindi 0.80 0.20 1.25 225
Arabic 0.85 0.22 1.30 2.37
Spanish 0.78 0.19 1.22 2.19
Greek 0.90 0.23 1.35 2.48
Chinese 0.95 0.24 1.40 2.59

30.1

BLEU Score

Model Configurations

Fig. 2. Comparison of BLEU Scores across models.

match human reference answers. This comparison highlights the
performance differences between the RAG-based system and the
baseline models, emphasizing the improvements in response qual-
ity made possible by RAG.

Latency is a critical factor for deployment in low-bandwidth en-
vironments. The Distilled Model and Token Compression meth-
ods effectively reduce latency, making them more suitable for real
time use in constrained environments. On the other hand, the RAG-
based System with the full model size, while more robust, intro-
duces some latency, which may not be ideal for real time deploy-
ment. The latency across different models when tested under simu-
lated low-bandwidth conditions (5 Kbps) is shown in Figure[3]
Table 3] shows the MRR of the retrieval process across various
datasets.
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Fig. 3. Latency comparison for different model configurations.

Table 5. Retrieval Performance (MRR)

Dataset | RAG-based System | Distilled Model | Compression
XQuAD 0.82 0.75 0.78
MLDoc 0.79 0.72 0.74
AfriSenti 0.75 0.70 0.72

Table 6. Model Size, Parameters, and Storage Efficiency

Model Parameters | Storage | Compression | Latency
Baseline 610 32 1.0x 3.4
RAG-Full 430 2.1 1.5% 2.1

Distilled RAG 310 1.4 2.3x% 1.8
Token-Compressed 295 1.2 2.6x 1.9

Table [6]compares model parameters, storage size, and compression
ratios to highlight memory efficiency improvements.

The RAG-based System performs better in retrieving relevant doc-
uments compared to both Distilled Models and Token Compres-
sion, which is essential for generating contextually accurate re-
sponses. AfriSenti performs slightly worse due to the challenges
related to low-resource languages, where the retrieval process is
less efficient.

Figure [4] compares the performance of the RAG-based System
across various domains.

The system performs well across multiple domains, including
healthcare, agriculture, and general knowledge queries, with con-
sistent EM and BLEU scores. However, the system’s performance
is slightly lower for agriculture-related queries, suggesting the need
for domain-specific fine-tuning in such cases. Table [7] summarizes
cross-lingual transfer performance between source and target lan-
guages, emphasizing adaptability across domains.

Despite the improvements observed, several limitations remain
Hallucination Rate: While the system reduces hallucinations, some
irrelevant content is still generated, especially in low-resource lan-
guages. Scalability Issues As the number of languages increases,
retrieval efficiency drops slightly, which can affect real time per-
formance in large-scale deployments. Table [8] shows the results of
the ablation study, detailing the contribution of each module such
as distillation, compression, and reranking.

Table Q] presents the error analysis.
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Fig. 4. Cross-domain performance of the RAG-based System.

Table 7. Cross-Lingual Transfer Performance

Source Language Target Language | BLEU | EM (%)
English — Hindi 304 772 78.5
English — Arabic 28.9 74.6 76.8
Spanish — French 33.1 79.0 80.1
Greek — Turkish 27.4 71.5 72.9
Chinese — Vietnamese 29.6 73.8 75.0
Table 8. Component-Wise Ablation Study
Config EM | BLEU | MRR | Latency
Full System | 79.2 32.8 0.80 2.1
Distillation 76.8 31.5 0.78 24
Compression | 77.5 30.9 0.79 25
Reranking 75.2 29.8 0.75 23
Both 74.0 28.7 0.74 2.7

Table 9. Error Analysis

Error Type Percentage Occurrence
Hallucination 7.2%
Irrelevant Responses 4.5%
Latency Overload 2.1%

The system demonstrates strong overall performance. Future work
will focus on improving domain-specific tuning, optimizing re-
trieval strategies, and further reducing latency for enhanced real
time responsiveness.

The pie chart in Figure [B]illustrates the distribution of different er-
ror types in the proposed RAG-based multilingual help desk sys-
tem. The chart shows that hallucination is the most frequent er-
ror type, accounting for 7.2% of occurrences, followed by irrele-
vant responses at 4.5%. The least frequent error is latency over-
load, which makes up 2.1% of the errors. These results highlight
the areas where the system can improve, particularly in generating
more contextually accurate responses and reducing delays in low-
bandwidth environments. Table [10] reports system behavior under
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Table 10. Low-Bandwidth Simulation Results

Bandwidth | Latency | BLEU F1 Hallucination
50 1.9 32.8 90.5 6.9
20 2.1 31.4 89.0 7.5
10 2.4 29.6 86.7 8.3
5 2.8 27.9 84.1 9.1
2 3.2 25.8 80.6 10.4

simulated low-bandwidth conditions, demonstrating stability and
controlled hallucination rates.

Figure[6]shows a multilingual exchange between a user and a chat-
bot, depicted in English, Hindi, and Arabic. The user queries the
chatbot in each language, and the chatbot responds accordingly in
the same language. The conversation covers a technical support re-
quest where the user asks for assistance with slow internet speeds
and the inability to download files, with the chatbot offering to sug-
gest a solution. This setup illustrates the capability of the system to
handle multilingual interactions seamlessly.

Figure[7]compares the RAG-based system with the baseline model
across multiple assessment metrics, including Accuracy, Recall,
Precision, F1-Score, MSE, and RMSE. The RAG-based system
demonstrates superior performance in all metrics, achieving 92.5%
Accuracy, 90.0% Recall, and 91.0% Precision. It also exhibits a low
MSE (0.05) and RMSE (0.22), indicating high prediction accuracy.
This chart highlights the strong performance of the RAG-based sys-
tem over the baseline model, which has lower scores across the
metrics. The system’s ability to maintain high performance while
reducing MSE and RMSE shows its potential for deployment in
real time, low-latency environments.

Fig [8] the accuracy comparison of various models, with the pro-
posed model achieving the highest accuracy of 92.5%, completely
outperforming the other models. Accuracy values for the other
models range from 69.2% to 84.2%, reflecting the variability in per-
formance across different systems in low-resource environments.
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Fig. 6. Multilingual Conversation between User and Chatbot.

Table 11. Numerical Results from Selected Papers in the
Literature Review

Citation | Acc | Recall | Precision F1 MSE | RMSE
24 69.2 77.1 69.2 73.1 0.15 0.39
23) 75.0 80.0 75.0 834 | 0.12 0.35
©) 84.2 79.0 84.2 824 | 0.11 0.33
({6h 75.0 65.0 75.0 70.5 0.20 0.45
(W) 70.0 72.6 70.0 712 | 0.18 0.42
Q27 70.0 65.0 70.0 68.7 | 0.22 0.47

Ours 92.5 90.0 91.0 90.5 | 0.05 0.22

The Proposed model demonstrates superior performance, showcas-
ing the effectiveness of the new system compared to existing ap-
proaches. Fig[8]shows the recall comparison of various models. The
proposed model achieves the highest recall of 90.0%, indicating its
superior ability to recall relevant data. Other models exhibit recall
values ranging from 65.0% to 80.0%, demonstrating varying per-
formance across different systems in low-resource environments.
Fig|3_§| shows the precision comparison of various models. The pro-
posed model achieves the highest precision of 91.0%, demonstrat-
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Fig. 7. Comparison of Accuracy, Recall, Precision, F1-Score, MSE, and
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Fig. 8. Accuracy Comparison across Different Models.

ing its strong ability to correctly identify relevant instances. Other
models exhibit precision values ranging from 69.2% to 84.2%, re-
flecting different levels of performance across various systems in
low-resource environments.

Figure [9] compares the Root Mean Squared Error (RMSE) across
various models, including the baseline systems and the proposed
RAG-based system. The RAG-based system (32)) shows the lowest
RMSE of 0.22, indicating superior prediction accuracy compared
to the other models. The baseline systems exhibit higher RMSE val-
ues, with the Radeva et al. method (27) having the highest RMSE
of 0.47. The chart highlights the effectiveness of the RAG-based
system in minimizing error and ensuring more accurate responses
in a multilingual help desk setting. Figure [0] compares the Mean
Squared Error (MSE) across various models, including the baseline
systems and the proposed RAG based system. The RAG based sys-
tem (32) demonstrates the lowest MSE of 0.05, indicating superior
performance in minimizing error compared to the other models.
The baseline systems exhibit higher MSE values, with the Radeva
et al. (27) method having the highest MSE of 0.22. The chart high-
lights the effectiveness of the RAG based system in reducing error
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and ensuring more accurate predictions in a multilingual help desk
setting.
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6. CONCLUSION

In this research paper, a RAG based system for multilingual help
desks was presented, specifically optimized for low-bandwidth en-
vironments. In the system, retrieval techniques are combined with
generative models to ensure that contextually relevant responses are
generated across multiple languages, while latency is minimized.
Low-latency optimization methods, such as model distillation and
token compression, were also introduced, allowing the system to
function effectively in resource-constrained settings. The proposed
system was evaluated on multilingual datasets and demonstrated
superior performance in terms of accuracy, recall, precision, and
F1-Score compared to baseline models. The research highlights the
importance of multilingual retrieval and generation techniques in
creating more efficient and accurate help desk systems. Although
significant improvements in performance were shown by the sys-
tem, several avenues remain open for future work, such as the ex-
ploration of domain-specific knowledge integration, further opti-
mization for low-bandwidth environments, and the extension of the
approach to more diverse language pairs. Future research could also
investigate the integration of feedback loops for continuous learn-
ing, making the system more adaptable to evolving user needs. The
proposed RAG-based system offers a promising solution for mul-
tilingual help desks, with its ability to provide high-quality, real
time responses in resource-constrained environments. By address-
ing critical challenges such as multilingual support, accuracy, and
latency, this work paves the way for the next generation of Al
driven customer support systems that are both efficient and scal-
able.
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