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ABSTRACT

Language barrier are a big difficulty for tourists in foreign
locations, sometimes resulting in misinterpretation and
inconvenience. Although there are mobile-based translation
applications such as Google Translate, they need continuous user
engagement and are not appropriate for hands-free, real-time
communications. Despite their effectiveness, wearable translators
are expensive and unavailable to the majority of users. This paper
presents "GlobalSpeak," a low-cost real-time translation system
that offers smooth, two-way speech translation using Bluetooth
earbuds and a mobile/web application. Using APIs like Google
Speech-to-Text, Google Translate and text-to-speech engines, the
system integrates speech recognition, machine translation and
text-to-speech modules. GlobalSpeak facilitates natural
conversation flow without the need for human intervention
because to its simple user interface and dynamic audio routing.
This approach is intended to improve international cooperation,
emergency help and tourism communication.
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1. INTRODUCTION

Communication is still a major obstacle for tourists traversing
areas where their native tongue is not spoken in today’s globalized
world. Miscommunication can lead to confusion, reduced
accessibility, and even safety issues in emergencies. Even though
there are translation applications available, having to actively
control a gadget during a conversation prevents natural interaction
and creates interruptions in dialogue flow. Furthermore,
specialized translation equipment is still costly, requires additional
hardware, and is unfeasible for regular tourists.

By fusing the ease of Bluetooth audio devices with the capability
of real-time speech analysis, GlobalSpeak addresses these
limitations. The system integrates speech-to-text, machine
translation, and text-to-speech technologies into a seamless
pipeline that delivers instant translations directly to Bluetooth
earphones. Unlike conventional apps, the minimal interface allows
for hands-free usage, making communication effortless and more
natural. In addition to tourism, the system has potential
applications in healthcare, emergency response, and cross-cultural
collaboration, making it not only a travel companion but also a

socially impactful solution for breaking down language barriers in
diverse scenarios.

2. LITERATURE REVIEW

Modern translation tools have made notable progress in breaking
down language barriers, yet key limitations persist, especially in
real-time communication scenarios where natural, uninterrupted
dialogue is essential. Despite advances in artificial intelligence and
machine learning, existing solutions still face challenges in
accuracy, latency, cost, and accessibility.

Text-Based Mobile Applications:

Popular tools like Google Translate and Microsoft Translator offer
multilingual translation services and support both text and voice
input. These platforms have been widely adopted due to their free
or low-cost availability and their ability to cover a vast number of
language pairs.

However, they are primarily designed for textual input and require
continuous device interaction such as typing, selecting text, or
reading from the screen. Even when used in speech mode, the user
still has to hold the device, press buttons, and wait for translations
to appear before reading or listening to them. This makes them less
suitable for spontaneous, real-time, or hands-free conversations,
particularly in fast-moving travel or emergency scenarios.

Wearable Translators:

Devices such as WT2 Edge and Pocketalk are specifically
designed for real-time speech-to-speech communication. They
provide comparatively higher accuracy and smoother
conversational flow than text-based apps, and some even support
multiple modes like listen-and-translate or simultaneous two-way
translation. However, despite their effectiveness, these solutions
come with drawbacks.

They are expensive, often costing hundreds of dollars, and require
users to purchase and carry additional dedicated hardware. This
reduces their accessibility for the average traveler, who may prefer
leveraging devices they already own, such as smartphones and
Bluetooth earphones. Consequently, while effective, wearable
translators remain a niche solution rather than a mainstream option.

Offline Translation Frameworks:

Open-source frameworks like OpenNMT and Facebook’s Fairseq
demonstrate strong capabilities in neural machine translation
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modeling and parallelism, laying the foundation for modern
translation systems, though resource efficiency on mobile devices
remains a challenge.

Subsequent works such as Lu et al. (2020) demonstrated real-time
multilingual S2ST with deep learning, while Sharma and Yadav
(2021) highlighted the lack of affordable and practical systems for
travelers. More recent research has focused on offline and edge
deployment: Garg & Joshi (2023) used transformer models for
offline speech translation but faced multilingual and optimization
challenges, while Agranovich et al. (2024) introduced SimulTron,
a lightweight on-device streaming model with limited language
support. Similarly, Zhang et al. (2024) proposed StreamSpeech,
integrating ASR, translation, and TTS into a multitask system,
achieving latency-accuracy trade-offs but with scalability
concerns.

Finally, Cong Le (2025) demonstrated a privacy-preserving edge
Al approach for Vietnamese-English translation on iOS, proving
the feasibility of mobile deployment but lacking live speech
integration.

These studies collectively emphasize the need for a low-cost, on-
device, hands-free translation system that leverages common
accessories like Bluetooth earphones. By combining speech
recognition, translation, and TTS in a lightweight, travel-ready
framework, GlobalSpeak directly addresses identified gaps,
ensuring real-time, two-way spoken communication in tourism,
healthcare, and emergency contexts.

3. PROBLEM STATEMENT

In today’s interconnected world, language barriers continue to
create challenges for individuals traveling to regions where their
native language is not spoken. Tourists, business travelers, and
international students often struggle with basic interactions such as
asking for directions, ordering food, or seeking emergency
assistance. Miscommunication in such scenarios not only leads to
inconvenience but may also result in safety concerns,
misunderstandings, or cultural disconnects.

Existing solutions attempt to address this challenge but remain
limited. Mobile translation applications like Google Translate or
Microsoft Translator are widely available and support multiple
languages. However, they are primarily designed for text-based
interaction and require frequent screen handling for typing,
reading, or selecting options. Even when voice translation is used,
the user must manually activate the app, wait for the translation to
appear, and then show or play it to the other person. This repeated
interaction with the device disrupts the natural flow of
conversation and makes it impractical in dynamic situations such
as walking, navigating crowded places, or handling urgent
scenarios.

On the other hand, dedicated wearable translators such as WT2
Edge and Pocketalk have been introduced to provide real-time
speech-to-speech translation. These devices offer smoother
conversational flow and are specifically designed for
communication between speakers of different languages.
However, they come with significant limitations: they are often
expensive, require proprietary hardware, and involve carrying
additional devices apart from a smartphone. As a result, they
remain inaccessible to the average traveler, especially those
seeking affordable, convenient, and universally compatible
solutions.

This situation highlights the urgent need for a cost-effective, real-
time, and hands-free translation system that supports seamless
voice-based communication. Such a system must eliminate the
need for constant visual or manual input and instead focus on
natural, continuous dialogue between speakers. By leveraging
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commonly available devices like Bluetooth earphones—which are
already owned and used by millions of travelers—and integrating
them with mobile platforms, the solution can achieve both
affordability and accessibility.

Furthermore, designing the system to operate with minimal user
interaction and support dynamic environments (e.g., noisy streets,
crowded tourist spots, or emergencies) ensures greater usability.
With advancements in speech recognition, neural machine
translation, and text-to-speech technologies, this approach can
democratize real-time translation, making it practical, portable,
and socially impactful.

4. METHODOLOGY

The GlobalSpeak system is designed as a modular real-time
translation pipeline that facilitates two-way speech communication
using Bluetooth earphones and a mobile/web application. It
supports both online and offline modes, ensuring usability even in
low-connectivity environments.

A. Speech Detection & Recognition

e  Voice Activity Detection (VAD) is employed to detect
the start and end of speech input from either user.

e In online mode, the speech is transcribed using the
Google Speech-to-Text APL

e In offline mode, transcription is handled using the
SpeechRecognition library with pre-downloaded
models.

B. Language Detection & Translation

e  The system supports auto-detection of input language
(currently focusing on English and Hindi).

e In online mode, translation is performed using the
Google Translate APL

e  For offline translation, a lightweight transformer-based
model is used, optimized for local inference on mobile
devices.

C. Text-to-Speech (TTS)

e  Translated text is synthesized into speech using Google
Text-to-Speech (TTS) for online usage.

e In offline environments, the system uses pyttsx3, a
cross-platform TTS engine compatible with local audio
playback.

D. Bluetooth Audio Output

e  The translated speech is routed to commercial Bluetooth
earbuds, either as shared output or split between left and
right channels for two users.

e  The system ensures low-latency delivery and clear audio
playback, suitable for live conversation.

E. User Interface

e The application features a minimal UI, allowing users to
configure language preferences and select between
online/offline modes.

e  Automation is prioritized; once initialized, the system
functions with minimal user interaction, supporting
natural hands-free dialogue.



S. TECHNOLOGY, TOOLS & DATASET

Module Name Description

1. Speech Detection Detects start of speech using VAD.

Converts audio input to text using

2. Speech-to-Text online/offline tools.

Translates recognized text to target

3. Translation Engine
language.

4. Offline Translation
Module

Builds transformer-based model for offline
English < Hindi translation.

Simple and minimal interface for interaction

5. User Interface (UT) and settings

6. Text-to-Speech Converts translated text to audio output.

7. Bluetooth Audio

Output Routes final audio output to shared earbuds.

8. System Integration
& Testing

Integrates all modules and performs full
system validation.

e  Front-end:
HTML, CSS, bootstrap, JAVASCRIPT, FIGMA
e  Back-end:
DJANGO (FRAMEWORK)
e  Database managing Tools:
MS SQL
e  Development Tools:
VSCODE, GITHUB
e Models/Smart contracts
e  Android APK

6. SYSTEM ARCHITECTURE
The architecture of the GlobalSpeak system is designed to enable

real-time, bidirectional speech translation using a combination of
cloud-based APIs and offline fallback modules. The entire pipeline
runs on a mobile or web platform and interfaces seamlessly with
Bluetooth earphones for hands-free audio delivery.
A. Core Components

1. Speech Detection and Recognition

e  Utilizes Voice Activity Detection (VAD) to detect
speech onset and endpoint.

e  Supports two modes:
o Online: Google Speech-to-Text API

o Offline: SpeechRecognition library with local
models

2. Language Detection and Translation

e Detects input language
(English/Hindi in prototype).

automatically

e  Translation handled by:
o Google Translate API (Online)

o Transformer-based offline models (Offline)
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3. Text-to-Speech (TTS) Conversion
e  Converts translated text into speech output:
o Google TTS (Online)
o pyttsx3 engine (Offline)
4.  Bluetooth Output

e  Translated speech is streamed to commercial
Bluetooth earphones.

e  Can route audio to individual users in dual mode
(left/right earbuds) or shared output.

5. User Interface
e  Lightweight UI with options for:
o Language pair selection
o Online/offline mode toggle

e Mostly automated, requiring minimal user
interaction during conversations.

B. Mode Flexibility

Module Online Version Offline Version
Speech Google Speech-to- SpeechRecognition
Recognition Text Library
Translation Google Translate API Transformer Model
(local)
Text-to-Speech Google TTS pyttsx3
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components that you add to the screen . And based on vertical space,
which is available, | want to calculate how many columns should be
rendered, like four columns, three, two, or maybe one, if we're
displaying our application on a mobile device . Render form wide
creates four streamed columns and we are feeling the first column,
then second, third and fourth . And if it's average size, you know, |
then we are using three columns. If it's narrow to and if you are on the
mobile, when . when horizontal space is limited, so basically one
column. And by the way, this . application is using nested columns out
of the box. This functionality is not available in stream, you can render
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Andre explains how to implement responsive Ul in Streamlit application . Andre says that Streamlit's out of
the box U, it renders very well in responsive way . But what I'll be talking today is your own components that
you add to the screen . And based on vertical space, which is available, | want to calculate how many
columns should be rendered, like four columns, three, two, or maybe one, if we're displaying our application
on a mobile device . Render form wide creates four streamed columns and we are feeling the first column,
then second, third and fourth . And if it's average size, you know, | then we are using three columns. If it's
narrow to and if you are on the mobile, when . when horizontal space is limited, so basically one column.
And by the way, this . application is using nested columns out of the box. This functionality is not available in
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dynamically generated form. And based on vertical space, which is available, I want to
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V. Conversation Translation conversation
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Translation (EN
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Sep 20,202520:04 « HI—EN « Audioavailable

P Conversation Translation conversation
Original (EN:
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Welcome back, admin! .

Ready to break down language barriers? Choose your translation tool below.

Text Translation

Translate text between 100+ languages with instant results and audio playback.

{ , Simple Conversation

Hold to speak in your language, hear the translation in theirs. No rooms or turns needed.

Image Translation

Extract text from images using OCR and translate it to your preferred language.

5 g B3 \ O]

Dashboard Text Image History

Accuracy of services (approx values) e TTS (gTTS): Naturalness high, but limited voices.

STT (Google Speech Recognition): ~95% for English,

Intelligibility ~95-98%.

80-90% for Indian languages (depends on accent, e  Translation (deep translator / Google Translate API):

noise).

BLEU score varies; 85-95% for popular language pairs,
70-80% for low-resource ones



e OCR (Tesseract): ~98% accuracy for clean printed text,
drops to ~70% for noisy/handwritten text.

Accuracy (%)

OCR (avg)
24%

ESTT (avg)

ETTS [@Translation (avg)

OCR (avg)

Accuracy (%)

Treemap of Accuracy Across Services

8. CONCLUSION

This paper presents GlobalSpeak, an innovative and practical
solution designed to eliminate language barriers during live
conversations, particularly in travel, professional, and cross-
cultural contexts. The system seamlessly integrates automatic
speech recognition (ASR), machine translation (MT), and text-to-
speech (TTS) synthesis with widely available Bluetooth earphones
to deliver real-time, bidirectional translation in a hands-free,
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b Text-to-Speech Intelligibility
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OCR (Clean)

OCR (Noisy/Handwritten)

intuitive manner. By leveraging both online cloud-based models
and optimized offline algorithms, GlobalSpeak ensures continuous
functionality even in low-connectivity environments, making it
highly adaptable for users worldwide.

Unlike traditional mobile translation apps, which often require
manual interaction, or expensive wearable devices with limited
language support, GlobalSpeak emphasizes affordability,
accessibility, and simplicity. Its minimal user interface and




automated processing pipeline allow users to engage in natural
conversations without needing to frequently handle devices or
navigate complex menus. This makes it particularly useful for
travelers navigating foreign countries, emergency responders
communicating across language boundaries, international business
meetings, and educational or research collaborations involving
multilingual participants.

The system's hardware-agnostic design ensures compatibility with
most smartphones and Bluetooth earphones, allowing users to
leverage existing personal devices. Moreover, by implementing
low-latency speech processing and context-aware translation
models, GlobalSpeak not only provides accurate translations but
also preserves conversational flow, intonation, and natural pauses,
enhancing the realism and comfort of communication.

The project demonstrates how affordable hardware combined with
intelligent software design can democratize access to real-time
translation, opening doors to more inclusive and effective global
communication. Future enhancements, such as gesture recognition
for silent commands, enhanced offline optimization, support for
multiple simultaneous speakers, and integration with augmented
reality devices, can further expand its capabilities. Ultimately,
GlobalSpeak has the potential to evolve into a comprehensive
multilingual communication assistant, bridging cultural and
linguistic divides in both everyday and professional contexts.

9. FUTURE SCOPE

While GlobalSpeak effectively addresses real-time translation for
two-way conversations, several enhancements can further
improve its usability, scalability and inclusivity:

e Offline Support Expansion: Integrate more offline
language models to reduce reliance on internet
connectivity, making the system more reliable in
remote areas.

e  Gesture-Based Interaction: Add support for gesture or
voice command-based control to assist users with
physical or speech impairments.

e  Multi-Party Translation: Extend the system to
support group conversations across multiple languages
in real time.

o  Context-Aware Translation: Use Al models to
understand  conversation context and improve
translation accuracy, tone and intent.

e Hardware Integration: Collaborate with earbud
manufacturers to develop specialized audio channels or
sensors for better voice isolation and directional audio.

e Language Auto-Detection: Improve dynamic
detection of input languages to remove the need for
manual language selection.
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These improvements can make GlobalSpeak a robust, smart
communication solution across various real-world environments.
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