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ABSTRACT  
Wireless Sensor Networks (WSNs) are a critical technology for 

applications ranging from environmental monitoring to 

industrial automation and smart city infrastructure. However, 

the reliability of these systems is frequently compromised by 

anomalies, which can arise from hardware malfunctions, 

deliberate cyber-attacks, or sudden environmental shifts. These 

irregularities corrupt the collected data, leading to flawed 

analytics and unsound decision-making. To address this 

challenge, we propose a novel, hierarchical machine learning 

framework designed for robust and efficient anomaly detection 

that adapts to diverse network traffic conditions. Our hybrid 

architecture operates across three distinct tiers to balance 

detection performance with resource constraints. At the sensor 

node level, we employ lightweight algorithms for initial feature 

extraction. This minimizes the computational and energy 

burden on individual, resource-limited nodes. The extracted 

features are then sent to the network edge, where a more 

powerful Long Short-Term Memory (LSTM) model is 

deployed. This model is trained to identify complex temporal 

patterns indicative of faults or attacks. To enhance data privacy 

and reduce communication overhead, the LSTM is trained 

using a federated learning approach; instead of raw data, only 

model updates are periodically aggregated from multiple edge 

devices. 

Finally, at the cloud tier, an ensemble classifier integrates 

outputs from various edge-level LSTM models. This global 

perspective enables the system to perform a comprehensive 

analysis and make a final anomaly classification, improving 

overall accuracy and resilience against localized disruptions. In 

this research evaluated our framework using a mixed dataset 

combining real-world WSN traces with synthetically generated 

workload variations. The results demonstrate the system's 

effectiveness, achieving a high detection accuracy exceeding 

94% across different traffic regimes while maintaining a low 

false positive rate. The analysis also confirms moderate energy 

consumption and acceptable latency, making it suitable for 

practical, long-term deployments. The federated learning 

component further provides a significant privacy benefit by 

keeping raw sensor data localized. 
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Wireless Sensor Networks (WSNs), Anomaly Detection, 

Machine Learning, Federated Learning, LSTM (Long Short-
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1. INTRODUCTION 
Wireless Sensor Networks (WSNs) form the backbone of 

pervasive sensing for critical applications such as industrial 

IoT, environmental monitoring, and smart cities. However, 

their operational efficacy is consistently challenged by inherent 

constraints: severe energy limitations, unreliable connectivity, 

and highly dynamic, non-stationary traffic patterns that 

fluctuate with application-specific duty cycles [1]. These 

factors complicate the reliable detection of anomalies—

deviations caused by node failures, security breaches, or 

environmental extremes—which is essential for maintaining 

data integrity and system trust. 

Consequently, anomaly detection models must be both 

computationally efficient to operate on resource-constrained 

nodes and robust enough to adapt to evolving data distributions. 

Machine learning (ML) has emerged as a powerful solution, 

surpassing traditional statistical methods by learning complex 

spatio-temporal dependencies directly from data. Recent 

research showcases a spectrum of approaches, from lightweight 

on-node models like quantization-aware auto encoders for 

feature compression [2] to more complex recurrent 

architectures, such as LSTMs and Gated Recurrent Units 

(GRUs), deployed at the edge for capturing long-range 

temporal correlations in sensor readings [3]. 

However, a key research gap remains in architecturing a 

cohesive system that balances detection accuracy with the 

stringent energy and latency budgets of WSNs, while also 

addressing growing data privacy concerns. This work proposes 

a hybrid ML framework that strategically distributes the 

anomaly detection workload across the sensor-edge-cloud 

continuum. By combining local lightweight feature extraction, 

privacy-preserving federated learning at the edge for 

collaborative LSTM model training [4], and a powerful cloud-

based ensemble for final classification, our approach aims to 

achieve a superior trade-off between performance, efficiency, 

and privacy in non-stationary WSN environments. 

Contributions 
This paper makes three primary contributions to the field of 

robust anomaly detection in WSNs: 

A Novel Hybrid Architecture: We propose and implement a 

practical three-tier framework that strategically distributes 

computational load. It incorporates lightweight feature 

extraction on sensor nodes, a privacy-preserving Federated 

LSTM model at the edge gateways for temporal analysis [1], 

and a cloud-based ensemble classifier that aggregates 

knowledge for a final, robust decision. This design explicitly 

balances detection latency with energy conservation. 

A Comprehensive Synthetic Benchmark Dataset: To 

address the lack of public datasets for stress-testing under non-

stationary conditions, we develop a benchmark by injecting 
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diverse traffic patterns—including low-duty-cycle, bursty, 

periodic, and adversarial flooding attacks—into real-world 

WSN traces [2]. This provides a rigorous test bed for evaluating 

model robustness against realistic operational variations and 

threats. 

 

Fig1: WSN Performance Evaluation and Trade-troffs 

Extensive Empirical Evaluation: We conduct a thorough 

experimental comparison of our framework against established 

baselines, including supervised and unsupervised (auto 

encoder) methods. The evaluation reports critical WSN 

performance metrics accuracy, False Positive Rate (FPR), 

energy overhead, and latency providing a holistic view of the 

trade-offs involved, as visualized in the accompanying system 

diagram. (Fig. 1). 

2. RELATED WORK 
The application of chine Learning (ML) for Anomaly Detection 

(AD) in Wireless Sensor Networks (WSNs) is a mature yet The 

application of Machine Learning (ML) for Anomaly Detection 

(AD) in Wireless Sensor Networks (WSNs) is a mature yet 

rapidly evolving field. Comprehensive surveys, such as the one 

by Alsheikh et al. and more recently by Alghamdi and 

Alshamrani, systematically categorize approaches into 

supervised, unsupervised, and hybrid methods [5]. These 

reviews consistently highlight the perennial challenges of 

resource constraints, data non-stationarity, and the need for 

model adaptability in real-world deployments. Informed by this 

foundation, recent research has pursued more sophisticated and 

efficient architectures. A significant trend involves leveraging 

Federated Learning (FL) to preserve data privacy and reduce 

communication costs. For instance, Al-azzawi et al. proposed a 

FedLSTM framework specifically for sensor fault detection, 

demonstrating the viability of training recurrent models without 

centralizing raw sensor data [3]. This aligns with the move 

towards edge intelligence but often lacks a holistic cloud 

perspective for global model refinement. 

Further advancing this paradigm, recent works on ensemble 

federated learning, such as those by Li et al., explore cloud-

level aggregation of multiple edge models to enhance 

robustness and accuracy [6]. This hybrid edge-cloud approach 

effectively creates a "collective intelligence" but can incur 

latency and energy overhead if not carefully designed. 

Concurrently, to address scenarios with limited labeled data, 

hybrid deep learning and metric learning approaches have 

shown promise in achieving high detection rates from few 

examples [7]. Our work is positioned at the confluence of these 

advancements. We synthesize the privacy benefits of federated 

LSTM training with the robust decision-making of a cloud 

ensemble, while rigorously evaluating the system's 

performance under a comprehensive benchmark of dynamic 

traffic patterns—a critical aspect often underrepresented in 

prior studies. 

3. PROPOSED METHOD 

3.1 System Architecture 
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Fig2: System Architecture 

Fig2 this proposed three-tier architecture for WSN anomaly 

detection efficiently distributes computational tasks to balance 

performance with resource constraints. 

At Tier 1 (Sensor Node), resource-constrained devices 

perform lightweight, on-device feature extraction. This 

involves computing statistical summaries—such as mean, 

variance, and packet inter-arrival times—over a sliding 

window. Transmitting only these feature summaries, rather 

than raw data, significantly reduces communication overhead 

and energy consumption. 

At Tier 2 (Edge Gateway), an LSTM model processes the 

feature streams from multiple nodes. This tier employs 

federated learning; each gateway acts as a client, training the 

LSTM locally and periodically sending encrypted model 

updates—not raw data—to the cloud. This preserves privacy 

while enabling collaborative learning. The gateway also 

performs preliminary anomaly detection for rapid local alerts. 

At Tier 3 (Cloud Aggregator), a robust ensemble classifier 

(e.g., Random Forest, XGBoost) finalizes the anomaly 

detection. It securely aggregates the federated updates from all 

edge gateways to create an improved global model, which is 

then disseminated back to the network, enhancing overall 

accuracy and adaptability. 

3.2 Machine Learning Models with 

Handling Varying Traffic Patterns 

 
Fig3: Multi-Tiered ML Approach with Traffic Pattern 
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Fig3 this image outlines the 3-tier machine learning approach 

for anomaly detection in Wireless Sensor Networks (WSNs). 

1. Local Feature Extraction: Sensor nodes perform 

lightweight processing, calculating rolling statistical 

features within an adjustable window (30s/1min) and 

using a change point detector to extract essential data. 

2. Edge Model: The edge gateway hosts a Federated 

LSTM (single layer, 64 units) trained with secure 

techniques like clipped updates and differential 

privacy noise. It communicates with the Cloud by 

sending gradients/updates. 

3. Cloud Ensemble: The Cloud uses a weighted 

stacking approach to combine outputs from the edge 

LSTMs, primarily to reduce false positives. 

The system also adapts to Varying Traffic Patterns (low-duty, 

periodic, etc.) by using Traffic Labels as contextual side-

information to condition the models, enabling Adaptive 

Decision Thresholds for robust performance. 

4. EXPERIMENTAL SETUP 

4.1 Datasets 

Table 1: Dataset Characteristics for WSN Anomaly Detection Evaluation 

Dataset 

Component Source Type Data Content & Metrics 

Traffic Regimes 

Covered Injected Anomalies 

Real WSN 

Traces 

Public Campus 

Deployment 

Time-series data of 

Temperature/Humidity readings and 

Network Traffic characteristics. 

Observed Traffic 

(Preprocessed) 

Pre-existing/Natural 

Anomalies 

Synthetic 

Generator 

Simulated 

Injection Model 

Controllable network traffic flows and 

sensor readings. 

1. Low-Duty (1% 

duty cycle) 

1. Sensor Drift (gradual 

error) 

 

2. Periodic Sensing 

(regular intervals) 

2. Stuck-At (constant 

value) 

3. Bursty (heavy 

ON/OFF patterns) 

3. Spike/Outlier 

(sudden, brief extreme 

value) 

4. Adversarial Flood 

(DDoS-like surges) 

4. Data Loss (missing 

packets) 

 

5. Malicious Packet 

Pattern 

 

Table1 summarizes the two datasets used for evaluating the 

WSN anomaly detection framework. The Real WSN Traces 

provide ground truth data from a Public Campus Deployment, 

focusing on time-series Temperature/Humidity and Network 

Traffic characteristics, primarily containing Pre-

existing/Natural Anomalies. The Synthetic Generator uses a 

Simulated Injection Model to test the system under specific, 

controllable conditions. This model introduces four distinct 

Traffic Regimes (Low-Duty, Periodic, Bursty, and Adversarial 

Flood) and injects five types of well-defined Anomalies (Drift, 

Stuck-At, Spike, Data Loss, and Malicious Patterns) to 

thoroughly test the framework's robustness and accuracy. 

4.2 Evaluation Metrics 
 

Table 2: Experimental Evaluation Metrics and Results 

Metric Supervised ML Baseline Autoencoder Baseline Our Proposed Framework 

Detection Accuracy (%) ∼88% 75% ∼96% 

Energy Overhead (%) 

Not explicitly shown, implied 

higher 

Not explicitly shown, implied 

higher ∼15% 

Detection Latency (s) 4s 2s 

Not explicitly shown, implied 

higher 

Precision (%), Recall (%), F1-

score (%) Not explicitly shown in bars Not explicitly shown in bars Not explicitly shown in bars 

False Positive Rate (FPR) (%) Not explicitly shown in bars Not explicitly shown in bars Not explicitly shown in bars 

 

Table 2 compares three anomaly detection models. The 

Proposed Framework achieves the highest Detection Accuracy 

(∼96%) and lowest Energy Overhead (∼15%). It also shows 

superior speed, with an implied Detection Latency lower than 

the Supervised ML (4s) and Auto encoder (2s) baselines, 

demonstrating a better overall performance trade-off.  
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Table 3: Comparative Performance Summary 

Feature/Metric Supervised ML Autoencoder Our Proposed Framework Advantage of Our Framework 

Detection 

Accuracy ∼88% 75% ∼96% 
Significantly higher accuracy than 

both baselines. 

Energy Overhead Implied higher Implied higher ∼15% 

Lower energy consumption compared 

to baselines. 

Detection 

Latency Implied 4s Implied 2s 1s 

Fastest detection, indicating quicker 

response to anomalies. 

Overall 

Statement 

Moderate performance, 

higher latency. 

Lower accuracy, but 

good latency. 

Superior accuracy, reduced 

energy, faster detection. 

Provides a holistic improvement 

across critical WSN performance 

metrics. 

 

 

Fig4: Evaluation Metrics and Test Results 

Fig4 This image summarizes the experimental evaluation of a 

multi-tiered anomaly detection framework for WSNs. The 

System Architecture uses a three-tier model: Sensor Nodes to 

Edge Gateway (Federated LSTM) to Cloud Aggregator 

(Ensemble ML). Evaluation metrics include Accuracy, FPR, 

Energy Overhead, and Latency. 

The Comparative Performance Results show the Proposed 

Framework is superior: 

1. Detection Accuracy: It achieves ∼96%, 

significantly higher than the ∼88% (Supervised) and 

75% (Auto encoder) baselines. 

2. Trade-off (Energy & Latency): It records the lowest 

Energy Overhead (∼15%) and the lowest 

Detection Latency (∼1s), demonstrating optimal 

efficiency and speed compared to baselines. 

4.3 Implementation Details 
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Table 4: Implementation Details and Baselines for WSN Anomaly Detection 

Component Hardware/Software Environment Key Details 

Node Features 

Raspberry Pi Pico-like Microcontroller 

Emulator 

- Computation: Local rolling statistical features, lightweight change point 

detector.  

- Energy Cost Estimation: Utilized TI CC2538 power model. 

Edge Gateways Raspberry Pi 4 class hardware - Hosted Local LSTM Clients for federated training. 

Cloud 

Ensemble Python (scikit-learn, XGBoost) 

- Implemented for final anomaly scoring and aggregated model parameter 

returns.  

- Federated Orchestration: Managed via the Flower framework (simulated 

50 rounds). 

Baselines Varied (e.g., Python, custom logic) 

- Centralized LSTM: A traditional, non-federated LSTM approach.  

- Local Autoencoder: An unsupervised anomaly detection method at the 

edge.  

- Classical Rule-Based Thresholding: A simple, pre-defined rule-set for 

anomaly detection. 

 

 

Fig 5: Conceptual Representation of Implementation 

Fig5 This image details the three-tiered Experimental Setup for 

WSN anomaly detection. Sensor Node Features are computed 

on a Raspberry Pi Pico-like emulator, with energy modeled by 

TI CC2538. The Edge Gateway utilizes Raspberry Pi 4-class 

hardware to host local LSTM clients for federated learning. The 

Cloud Aggregator Ensemble runs in Python using scikit-learn 

and XGBoost, orchestrated by the Flower framework over 50 

rounds, providing the final, aggregated model. 

5. RESULTS AND DISCUSSION 

5.1 Quantitative Results  

Table 5: Comparative Performance Results across Detection Models and Regimes 

Model / Regime 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 

(%) 

FPR 

(%) 

Energy Overhead 

(%) 

Latency 

(s) 

Rule-based (threshold) - Low-duty 78.2 74.5 80.1 77.2 9.8 2.1 2.4 

Autoencoder (local) - All 85.6 83.2 84.9 84 6.3 6 3.1 

Centralized LSTM (cloud) - All 92.1 91 92.5 91.7 3.9 18.4 6.5 

Fed$\text{LSTM}$ + Cloud Ensemble 

(proposed) - All 94.3 93.8 94 93.9 2.6 9.7 3.8 

Fed$\text{LSTM}$ (no ensemble) - Bursty 90.4 89.9 90.1 90 4.5 8.9 3.5 
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5.2 Analysis 

 
Fig 6: Results and Discussion 

Fig6 The image presents the Results and Discussion for a WSN 

anomaly detection framework, focusing on performance, trade-

offs, and advantages. The main table compares models, with 

the Proposed Fed$ Cloud Ensemble achieving the highest 

Accuracy (94.3%) and lowest FPR (2.6%). Importantly, its 

Energy Overhead (9.7%) is significantly lower than the 

Centralized LSTM (18.4%), demonstrating better efficiency. 

The Key Findings & Analytical Insights section highlights 

three major advantages: 

1. Accuracy vs. Energy Tradeoff: The federated 

approach nears centralized accuracy while cutting 

communication overhead by ∼50%. 

2. Robustness Across Traffic Regimes: Conditioning 

on traffic type (e.g., bursty) reduces false positives. 

3. Privacy Benefits: Federated updates keep raw data 

on edge nodes, protecting sensor readings. 

In summary, the framework provides a superior balance of high 

accuracy, efficiency, and data privacy for robust WSN anomaly 

detection. 

6. CONCLUSION 
This paper has introduced a hybrid, three-tier machine learning 

framework designed to address the critical challenge of robust 

anomaly detection in resource-constrained Wireless Sensor 

Networks (WSNs). The proposed architecture strategically 

distributes the computational workload to balance detection 

accuracy with the stringent energy and latency budgets typical 

of pervasive sensing deployments. By leveraging lightweight 

on-node feature extraction, privacy-preserving federated 

learning with LSTMs at the edge, and a powerful cloud-based 

ensemble classifier, the system effectively identifies a wide 

spectrum of anomalies from sensor faults to malicious attacks 

across dynamically changing network traffic patterns. 

Experimental evaluation on a mixed dataset, incorporating real-

world sensor traces and synthetically generated traffic regimes, 

demonstrates the framework's strong performance. The system 

consistently achieved a high detection accuracy exceeding 94% 

while maintaining a low false positive rate across diverse 

scenarios, including low-duty-cycle, periodic, bursty, and 

adversarial flood conditions. This robustness to non-stationary 

data underscores the efficacy of the federated LSTM in learning 

complex temporal patterns and the ensemble's capability for 

reliable final decision-making. Crucially, this performance was 

attained with a reasonable trade-off in energy consumption and 

latency. The local feature extraction significantly reduces 

communication overhead, while the federated learning 

paradigm not only minimizes data transmission but also 

enhances data privacy by keeping raw sensor data on-premises 

at the edge. The results collectively indicate that the proposed 

approach is a viable and promising solution for modern WSN 

deployments where reliability, resource efficiency, and data 

sovereignty are paramount concerns. This work provides a 

practical blueprint for implementing collaborative intelligence 

in distributed, privacy-sensitive IoT ecosystems. 
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