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ABSTRACT 

We live in a fully networked world, with the ability to access 

digital information systems anytime, anywhere, using a 

variety of technological devices. This raises concerns about 

the security of systems and the protection of users’ personal 

information. The login/password pair is the most widely used 

authentication method in today’s information systems. 

However, the system becomes vulnerable if a third party 

obtains this information. Keystroke dynamics can be used as 

an additional layer of security to continuously check whether 

the person using the system is legitimate. In this research, we 

propose a continuous authentication model that uses the 

temporal and textual characteristics of a user’s keystroke 

dynamics based on a one-way LSTM. We have tested this 

approach on data collected from 8 users. The final result 

obtained by this model is promising, with an accuracy of 

96.67%. 

General Terms 

Biometric authentication, behavioural characteristics, user’s 

biometric information, distribution of latencies. 

Keywords 
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1. INTRODUCTION 
As information and communication technologies (ICT) 

continue to develop, users' dependence on these technologies 

increases significantly. Vast amounts of user data are 

generated, processed and stored on servers and cloud storage 

systems around the world. These storage systems need to 

implement secure user authentication mechanisms. The use of 

a login/password pair is the most commonly implemented 

form of authentication in current systems. However, a 

password can be forgotten, stolen or even cracked using brute 

force attacks, exposing the system to the risk of identity theft, 

which can lead to the disclosure and misuse of system 

information. What’s more, with the login/password 

authentication method, the user’s identity is only verified 

during the connection phase of their work session. This means 

that if a user leaves their computer without locking their 

session, a malicious person can use this open session to attack 

the system. To add an extra layer of security, biometric 

authentication has been introduced. 

Biometrics was originally the science of "measuring living 

things". It can be seen as an attractive solution for user 

authentication [4]. It was developed to automatically verify a 

person’s identity based on measurable human physiological or 

behavioural characteristics [5]. Physiological authentication 

focuses on the identification of specific physical 

characteristics such as fingerprints [8], face recognition [21] 

and iris recognition [13]. Behavioural modalities are related to 

the behaviour of a person, including signature dynamics [18], 

mouse dynamics [7] and keystroke dynamics [12, 22]. This 

last modality is deterministic and is subject to regular research, 

development and continuous improvement. 

Keystroke biometric authentication, also known as keystroke 

dynamic, is a practical and user friendly authentication option. 

It is a behavioural biometric method that allows a person to be 

recognized by the way they type on a keyboard. Several 

parameters are required to identify a person based on their 

typing style, such as the time each key is pressed, the time it is 

released, the time between two consecutive keys or the 

number of fingers used [1, 3, 6, 17]. This authentication 

system is inexpensive and unlikely to interfere with the user 

experience as the monitoring is transparent. It has some 

instability due to transient factors such as emotion, stress, 

illness and many others. Authentication using keystroke 

dynamics makes it possible to better counter the risks of 

identity theft, particularly for service providers or teleworkers, 

where the threat is potentially greater (replacement of the 

authorized person is not visible to the organization), and to 

improve both the security of the information system and the 

comfort of the user (no need to remember passwords). Some 

studies on keystroke dynamics authentication have used 

classical machine learning classifiers such as SVMs, random 

forests and decision trees. This is the case of [10], where the 

authors used a one-class SVM for continuous authentication. 

On the other hand, the authors of [9, 24, 25] use neural 

networks to identify people. While these studies may be an 

improvement on previous work, there are a number of 

limitations. Firstly, the features used are essentially the time 

taken to press and release a character and the latency between 

two successive characters. However, in a real environment, it 

is unlikely that a person will behave in a stable way for all the 

characters they type. Furthermore, these works does not take 

into account the sensitivities that may exist in the way users 

type over time. In this paper, we propose an authentication 

model based on Long Short-Term Memory (LSTM), which 

captures and maintains long-term dependencies in users’ input 

habits. In addition, we have used temporal and textual features 

to create a biometric model of each user. The rest of this paper 

is structured as follows: section II presents the current state of 

research on keystroke dynamics; III presents the basic 

concepts using in this work; IV presents the proposed 

authentication model; V presents the experiments performed 

and the results obtained; and VI concludes the paper. 
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2. REVIEW OF LITERATURE 
Current research into authentication using keystroke dynamics 

can be divided into three groups: the use of short text, the use 

of controlled long text, and the use of free text. Current 

research on authentication using keystroke dynamics can be 

divided into three groups: the use of short text, the use of 

controlled long text, and the use of free text. The use of short 

text means that the user’s behaviour is studied on the basis of 

a short text provided to the user. This same text is used during 

the login phase and the identity verification phase [19, 23, 26]. 

This work has produced very good results. Unfortunately, this 

approach does not guarantee continuous protection of the 

information system. With controlled long text authentication, 

the user is presented with a long text in advance and is free to 

enter only the words found in this text [16, 20]. In this case, 

the information used to create the profile is not necessarily the 

information used for identity verification. The use of 

predefined free text has the advantage of being easy to 

implement, but is not feasible in a real context, as a person 

cannot always depend on the same text. In the third group, no 

work constraints are imposed on users. They are free to type 

as much 2as they like. Implementing this approach is 

relatively difficult because what the user types is not known in 

advance. let alone how many keystrokes they make before 

stopping. It is therefore important to extract features that 

provide meaningful representations for each individual. The 

authors of [11] propose to extract features by dividing the 

keyboard into three disjoint regions: left (L), right (R) and 

space (S) keys. All digraphs are then classified into one of the 

following eight groups L-L, L-R, L-S, R-L, R-R, R-S, S-L and 

S-R. They then calculated the mean pressure time (DD-time) 

for each group and used it as a single characteristic value. 

They used statistical approaches based on distance to classify 

35 people and obtained an average EER of 19.47%. [14] also 

proposes to extract the temporal characteristics between two 

consecutive keys by dividing the keyboard. The authors also 

propose to use summary statistical style features, namely the 

number of words typed per minute (WPM), the percentage of 

times a user makes a typing error, and the percentage of use of 

the ’CapsLock’ key to produce capital letters in a given typing 

task. They used a SVM with an ant colony optimization 

technique on a total of 30 individuals and achieved a 

performance of 0.0183 in FAR and 0.444 in FRR. Other 

authors, such as [9, 24, 25] use deep learning algorithms to 

improve the performance of authentication models based on 

the dynamics of free text typing 

3. BIOMETRIC SYSTEMS OPERATION 
Biometrics allows each person to be uniquely identified by 

physical and behavioural characteristics. These characteristics 

can be used for identification or authentication. Identification 

involves comparing a given biometric pattern with all 

previously stored patterns, while authentication involves a 

single comparison with the pattern of the person requesting 

identity verification. In general, biometric systems operate in 

three modes: enrolment, identity verification and 

identification. 

3.1 Enrolment 
Enrolment is the first phase of any biometric system. This is 

the stage where users are enrolled into the system for the first 

time. During this phase, and specifically in the case of 

keystroke dynamics, users are asked to type on a keyboard 

and information such as the keys on the keyboard, the time 

taken to type, the time taken to release each key, etc. is 

captured in order to extract a numerical representation. This 

representation is then reduced using a well-defined extraction 

algorithm to reduce the amount of data that needs to be stored 

for easy verification and identification. 

3.2 Identity verification 
Identity verification or authentication is the process of 

verifying that the person using the system is who they say 

they are. Again, the system collects the user’s biometric 

information, compares it with the corresponding biometric 

template stored in the database and returns only a binary 

decision (yes or no). This process can be formalized as 

follows: suppose that CUs the vector defining the biometric 

characteristics of the user U extracted by the system, and MUis 

his biometric template stored in the database, the system 

returns a Boolean value after calculating the function f defined 

by :  

𝑓 𝐶𝑢 ,𝑀𝑢 =  
1, 𝑖𝑓

0,
 𝑆 𝐶𝑢 ,𝑀𝑢 ≥ 𝛾

𝑒𝑙𝑠𝑒
  (1) 

where S is the similarity function that defines the 

correspondence between the two biometric vectors and γ is the 

decision threshold above which the two vectors are considered 

identical.  

3.3 Identification 
Identification consists of determining the identity of an 

unknown person from an identity database. In this case, the 

system can either assign the unknown individual the identity 

corresponding to the closest profile found in the database, or 

reject the individual. The process can be formalized as follows: 

assuming that the input vector Cu defines the biometric 

characteristics extracted by the system when a user U appears 

in front of it, identification amounts to determining the 

identity of It, t ∈  {0, 1, · · · , N}, where I1, · · · , INare the 

identities of users previously enrolled in the system and 

I0indicates an unknown identity. The identification function f 

can thus be defined by:  

𝑓 𝐶𝑢 =  
𝐼𝑘   𝑖𝑓 
𝐼0

 𝑚𝑎𝑥1≤𝑘≤𝑁𝑆 𝐶𝑢 ,𝑀𝑘 ≥ 𝛾

𝑒𝑙𝑠𝑒
 (2) 

where Mkis the biometric model corresponding to the identity 

Ik, S is the similarity function and γ is the decision threshold.  

This article only addresses the first two phases. 

4. PROPOSED METHOD 

4.1 Data collection 
To carry out this work, software was developed and installed 

on the PCs of 8 people to collect their data over a period of 30 

days. This software works transparently and continuously and 

collects the events generated by the participants when they 

use their keyboards. No constraints were imposed on the 

participants. For each action i performed by a user U, the 

information collected is stored in a vector A in the form : 

𝐴𝑖 =  𝑈𝑖𝑑 , 𝑡𝑦𝑝𝑒𝑖 , 𝑘𝑒𝑦𝑖 , 𝑡𝑖𝑚𝑒𝑖  

Where Uidis the user ID, typeiis the type of action performed 

on the keyboard key, keyiis the relevant keyboard key encoded 

in utf-8 and timeiis the system time in milliseconds during 

which the action is performed. There are two possible types of 

action for a key: keyDown, which corresponds to pressing the 

key, and keyUp, which corresponds to releasing the key. The 

information collected is recorded in a file on the participant’s 

computer. 
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4.2 Data processing 
4.2.1 Data cleaning 
Before starting data processing, a number of cleaning 

measures were defined to ensure the accuracy of the data to be 

used. To this end, inconsistencies in the files of the different 

participants were identified and cleaning criteria were defined..  

 If there are several identical occurrences in the file, only 

the first one is taken into account ;  

 All of the lines in the file that do not contain all the 

information are removed ;  

 During processing, input times longer than 200 

milliseconds are ignored because, as mentioned in [10], 

this is a pause in user behaviour. 

4.2.2 Feature extraction 
The data contained in the initial file is difficult to interpret 

because it does not provide direct information about how a 

user interacts with the keyboard. It is therefore necessary to 

analyze this file in order to obtain characteristic information 

for building the biometric model of each user. To enable the 

model to learn more about a user's behavior from this 

sequential data, two types of features were extracted: temporal 

features, which focus on the temporal and sequential aspects 

of events, and textual features, which refer to the textual data 

associated with these events. These two types of features are 

used together in the LSTM model to capture both the 

sequential and semantic aspects of user typing behaviour.  

 Temporal features:Extract times from single characters, 

two consecutive characters, and three consecutive 

characters.For individual characters, the hold latency 

(HL), which corresponds to the time difference between 

presses and releases, was examined. For character pairs, 

the press time (PT), which corresponds to the sum of the 

HLs of the two characters, and the rise/fall time (UD), 

which corresponds to the difference between the release 

time of the first character and the press time of the 

second, were considered. For Tri-gram, the TP as the 

sum of the HLs of the three characters and the UD as the 

sum of the UDs of the pairs of consecutive characters 

that compose the Tri-gram were considered. Let a, b and 

c be three consecutive characters. The corresponding 

formulae are : 

𝐻𝐿𝑎 = 𝑡𝑖𝑚𝑒𝑘𝑒𝑦𝑈 𝑝(𝑎) −  𝑡𝑖𝑚𝑒𝑘𝑒𝑦𝐷𝑜𝑤𝑛 (𝑎) 

𝑇𝑃𝑑𝑖 = 𝐻𝐿𝑎 + 𝐻𝐿𝑏  

𝑈𝐷𝑑𝑖 = 𝑡𝑖𝑚𝑒𝑘𝑒𝑦𝐷𝑜𝑤𝑛 (𝑏) −  𝑡𝑖𝑚𝑒𝑘𝑒𝑦𝑈𝑝 (𝑎) 

𝑇𝑃𝑡𝑟𝑖 = 𝐻𝐿𝑎 +  𝐻𝐿𝑏  +𝐻𝐿𝑐  

𝑈𝐷𝑡𝑟𝑖 = 𝑈𝐷𝑎𝑏 −  𝑈𝐷𝑏𝑐  

These characteristics are normalized using the MinMaxScaler 

function. The values are scaled to a range between 0 and 1. 

 Textual features:Single characters were considered, 

pairs of consecutive characters and consecutive tri-

grams. Each of these features is transformed into a 

vector by the embedding method and used as input to 

the LSTM model. These embeddings capture the 

semantic relationships between characters and are 

learned during model training.  

Each entry E in the user’s biometric model has the following 

representation: 

E= 

𝐶1, 𝐶2, 𝐶3, 𝐻𝐿𝑎 , 𝐻𝐿𝑏 , 𝐻𝐿𝑐 , 𝑇𝑃𝑑𝑖(𝑎𝑏 ), 𝑇𝑃𝑑𝑖(𝑏𝑐 ), 𝑈𝐷𝑑𝑖(𝑎𝑏 ),

𝑈𝐷𝑑𝑖(𝑏𝑐 ), 𝑇𝑃𝑡𝑟𝑖 (𝑎𝑏𝑐 ), 𝑈𝐷𝑡𝑟𝑖 (𝑎𝑏𝑐 )   

4.3 LSTM-based Architecture for 

dynamical keystroke  
Long short-term memory (LSTM) is a popular Recurrent 

Neural Network (RNN) architecture introduced by Hochreiter 

and Schmidhuber [2] to solve the gradient vanishing problem. 

It is used to model long-range relationships in input data. The 

main advantage of LSTMs is the inclusion of a cell state, 

which simply acts as a memory string by storing information 

from previous states. An LSTM has three gates: an input gate, 

an output gate and a forget gate, as shown in Figure 1. The 

three gates act as a logical check within the model and are 

used to predict the output of the model. The forget gate is 

calculated using the equation 3, where σ is the sigmoid 

function, ht−1is the output of the previous step, xtis the input of 

the current step, Wfand bfare the weight matrix and bias of the 

forget gate. At the input gate, the following calculations are 

performed using the equations 4 and 5. The results are then 

used to update the state of the cell using equation 6, where 

Ct−1represents the state of the previous cell. The final output 

for the current step is calculated using equations 7 and 8. 

𝑓𝑡 = 𝜎 𝑊𝑓 ℎ𝑡−1, 𝑥𝑡 + 𝑏𝑓    (3) 

𝑖𝑡 = 𝜎 𝑊𝑖 ℎ𝑡−1 , 𝑥𝑡 + 𝑏𝑖    (4) 

𝐶 𝑡 = 𝑡𝑎𝑛ℎ 𝑊𝑐 ℎ𝑡−1, 𝑥𝑡 + 𝑏𝑐  (5)   

𝐶𝑡 = 𝑓𝑡 .𝐶𝑡 − 1 + 𝑖𝑡𝐶 𝑡                    (6)  
    

𝑂𝑡 = 𝜎 𝑊𝑜 ℎ𝑡−1, 𝑥𝑡 + 𝑏𝑜   (7)   

ℎ 𝑡 = 𝑂𝑡 . 𝑡𝑎𝑛ℎ 𝐶𝑡                     (8)  
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Figure 1: LSTM-based three layer architecture for dynamical keystroke 

5. EXPERIMENTATION, RESULTS 

AND DISCUSSION 
The various analyses and experiments carried out for the 

authentication model are presented in this section 

 

Figure 2: Time Variation for the input of two consecutive characters 

5.1 Data exploration 
The dataset used in the LSTM model contains the 12 features, 

including three textual features and nine temporal features, as 

described in section 4.2.2. Here the analysis is based on the 

typing data of 8 users. Figures 2 and 3 show the results of 

some analyses performed on the temporal features. Figure 2 

shows the variation in the time taken to press two consecutive 

keys for the 8 users. This figure also shows that users 3 and 6 

take much longer to press two consecutive keys than other 

users. On the other hand, user 7 has a relatively stable 

behaviour across all characters. 

 

Figure 3: Two consecutive character UD time distribution 
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Figure 3 shows the distribution of latencies for two 

consecutive characters in relation to the median for all users. 

This figure also shows that user 3 takes less time between 

releasing a key and pressing the next key than the others. 

5.2 Experimental classification 
Continuous authentication using keystroke dynamics is a 

binary classification problem that involves continuously 

checking whether the person using the system is legitimate or 

an impostor. In this work, a specific model was created for 

each user. The legitimate data is that of the user and the 

impostor data is obtained by merging the data of the other 7 

users. The data is divided in two, 80% for model training and 

20% for testing. During the testing phase, the samples are 

classified using the sampling models obtained during the 

training phase. The proposed LSTM model achieves an 

accuracy of 98% on the training data and 96% on the 

validation data. Figure 4 shows the training curves of the 

model on the training and validation data. 

 

Figure 4: Learning and validation curves of the LSTM-based model 

5.3 Discussion 
The results obtained in Figure 4 show the importance of 

combining temporal and textual features for continuous 

authentication using keystroke dynamics. An accuracy of 96% 

on data never seen by the model proves that the extracted 

features are good indicators. Comparing the results of this 

work with those of previous works (references), a clear 

superiority emerges, which allows further exploration of this 

area of research. Table 1 details this comparison. In this table, 

the symbol "-" means that this feature is not used, "EER" 

represents the equal error rate and "ACC" the accuracy. 

Table 1. Comparison of LSTM-based model with the 

existing works 

 Model 
Tempora

l features 

Textual 

features 
Results 

Ahmed 

and 

Traore [9] 
RNN ✓ - 

EER=2.46

%. 

Chang, Li, 

and 

Stamp 

[24] 

CNN-

GRU ✓ ✓ 
ACC=92.3

% 

Oak and 

Khare 

[15] 

LDNA ✓ - ACC=92% 

Li, Chang, 

and 

Stamp 

[25] 

CNN-

RNN ✓ - 
ACC=91.9

1% 

LSTM-

based 

approach 

LSTM ✓ ✓ 
ACC=96.6

7% 

6. CONCLUSION 
This paper proposes a continuous authentication system based 

on free-text keystroke dynamics. This system combines 

temporal and textual features. It uses a unidirectional Long 

Short-Term Memory (LSTM) model trained on data collected 

from eight volunteers. After extensive preprocessing and 

feature extraction, this model achieved an impressive 

accuracy of 96.67%, outperforming several existing methods 

in the field. This demonstrates that integrating temporal and 

textual data can significantly improve the reliability and 

accuracy of keystroke-based user authentication systems. 

These promising results open several avenues for future work. 

- To ensure robustness across different demographic groups 

and typing styles, this model can be scaled by integrating a 

larger and more diverse dataset. - The integration of additional 

behavioral biometric data, such as mouse dynamics, eye 

tracking, or touchscreen gestures, could lead to a more 

comprehensive multimodal authentication system. - 

Deploying the model in real-time environments, such as 

online learning platforms or secure enterprise systems, would 

allow for further validation and refinement of the approach. - 

Finally, future research could explore adaptive learning 

mechanisms that update the model based on changes in user 

behavior, thus increasing long-term reliability and resistance 

to spoofing or impersonation attacks. 
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