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ABSTRACT
The rapid transformation of urban environments across India has
led to a sudden surge in vehicular traffic, creating unforeseen chal-
lenges for traffic management, law enforcement, and the develop-
ment of smart city infrastructure. Conventional license plate recog-
nition systems are tested by India’s unique challenges, such as
multi-regional scripts, varying plate formats, harsh weather con-
ditions, and variable traffic flows. This paper introduces an end-to-
end Automatic Number Plate Recognition (ANPR) system tailored
to Indian road conditions, with the state-of-the-art YOLOv11 ob-
ject detection framework coupled with EasyOCR’s robust character
recognition module. Our new method addresses practical applica-
tion use cases in a well-organized pipeline with cutting-edge image
preprocessing methods, such as Contrast Limited Adaptive His-
togram Equalization (CLAHE) and smart skew correction meth-
ods. Our method was extensively trained and validated on the mas-
sive Roboflow Indian License Plate Dataset under a broad spectrum
of conditions, from disorderly urban settings to difficult rural set-
tings. The test results are superior, with a mean Average Precision
(mAP) of 92.4% for license plate detection and 88.2% accuracy in
character recognition. The system comes as a surprise with the ca-
pability of real-time processing with a high inference speed of 43
milliseconds per frame, making it extremely appropriate for use in
traffic monitoring systems, automated toll booths, and security sys-
tems. Comparison to existing YOLOv5 and YOLOv8-based sys-
tems is significantly better in terms of accuracy and computational
cost. Modular architecture allows seamless integration with exist-
ing smart city infrastructure and, at the same time, provides room
for flexibility for future upgrades and the addition of multilingual
support.
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1. INTRODUCTION
The rapid rate of urbanization and increase in the volume of ve-
hicles on Indian city roads have made traffic congestion, law and
order, and vehicle management the government’s agenda’s top pri-
orities. Vehicle tracking is not only required for law and order but
also for smart city planning, tolling, and parking automation. In
this context, Automatic Number Plate Recognition (ANPR) tech-
niques have taken over as drivers of intelligent transportation sys-
tems (ITS).
ANPR technology supports automatic vehicle identification
through the identification and reading of license plates from video
or image streams, typically captured by traffic monitoring cameras.
Earlier ANPR methods conventionally employed image process-
ing methods such as edge detection, morphological filtering, and
contour-based segmentation. These types of algorithms cannot han-
dle real-world variation in plate size, lighting, font, skew, occlusion,
and camera angles—especially in a multicultural country like India.
India poses certain and challenging requirements to ANPR sys-
tems. These are the occurrences of multilingual number plates
with regional scripts such as Hindi, Tamil, Kannada, and more.
Besides, number plate formats and font styles change drastically
over different regions. Weather conditions like rain, low light, and
dust seriously degrade the image quality. Moreover, the dynamic
nature of traffic flow—distinguished by motion blur and conges-
tion—contributes to the difficulty of precise detection and recogni-
tion.
To overcome such constraints, deep learning-based approaches
have gained popularity with their capacity to generalize across in-
tricate patterns and variations. The You Only Look Once (YOLO)
object detection algorithm has turned the tide in real-time detection
through an equilibrium struck between accuracy and speed. The
YOLOv11 version, the current one, has brought architectural en-
hancements such as the C3k2 and C2PSA attention modules, which
greatly improve the model’s capability to identify small, densely
clustered objects—rendering it extremely suitable for license plate
detection in traffic scenarios.
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This work describes an Indian road conditions-optimized end-
to-end deep learning-based ANPR pipeline. The approach uses
YOLOv11 for real-time detection of license plates, EasyOCR for
multilingual OCR, and several preprocessing techniques such as
CLAHE and skew correction for enhancing detection precision.
Regex filtering is also employed to filter against typical Indian plate
patterns.
The entire pipeline was trained and evaluated on the Roboflow In-
dian Number Plate Dataset, a big dataset of real-world traffic im-
ages. The code was run on Google Colab, making the code repro-
ducible and reusable in academic and production settings.
Compared to the traditional method, the new approach focuses on
real-time performance and achieves fast inference times (approx-
imately 43 ms per image) and high detection rates (mAP@0.5 of
92.4%) under challenging conditions such as low illumination, mo-
tion blur, and occlusions. EasyOCR’s character recognition mod-
ule is able to achieve an OCR accuracy of approximately 88.2%.
The accuracy can be further improved in future versions by using
transformer-based OCR models and larger multilingual datasets.
The principal contributions of this work are the design of an Indian
road-condition-specific scalable and modular ANPR pipeline, the
combination of YOLOv11 and EasyOCR to implement real-time
detection along with multilingual recognition, visual and quantita-
tive performance analysis, and a lightweight system to be imple-
mented on embedded platforms such as Raspberry Pi and Jetson
Nano. The contribution of this work is that the union of state-of-
the-art detection models with strong OCR and preprocessing can
lead to a flexible and robust ANPR system for future smart trans-
portation and security infrastructure in India.

2. LITERATURE SURVEY
The history of Automatic Number Plate Recognition (ANPR) sys-
tems has witnessed drastic transformations, from the classical im-
age processing approaches to advanced deep learning frameworks.
State-of-the-art approaches and datasets, as well as measurement
metrics that have characterized modern ANPR systems, are the sub-
ject of this study on literature, with special regard to the task of
detecting Indian license plates. Traditional ANPR Methods Early
ANPR systems were controlled by classical image processing tech-
niques. Anagnostopoulos et al. [1] gave one of the most system-
atic surveys on recognition from static pictures and from video
streams up to that time, forming foundational concepts that still
impact current approaches. The study focused on edge detection,
morphological processing, and template matching as fundamental
constructs in classical ANPR pipelines. The Hough transform was
introduced by Duda and Hart [2] to recognize lines and curves and
was solidified as a classical technique for detecting license plates.
These procedures, though, failed to deal with variegated illumina-
tion, complex backgrounds, and variegated plate shapes, while the
approach failed to yield good performance in realistic situations in-
volving many vehicles, occlusion, and variant angles of view. Revo-
lution in Computer Vision with Deep Learning The advent of deep
learning revolutionized computer vision applications in their fun-
damental form. LeCun et al. [3] pioneered the supremacy of deep
neural networks in their ability to recognize patterns, thus open-
ing avenues to their use in ANPR systems. The shift was most
dramatic in character recognition, where the use of convolutional
neural networks materially exceeded that of the conventional OCR
systems. The attention mechanism introduced by Vaswani et al. [4]
revolutionized text recognition and sequence modeling. The trans-
lation was particularly critical in license plate character detection,
in which text extraction accuracy is greatly influenced by character

spatial relationships. The transformer architecture’s long-range de-
pendency capture ability made it particularly ideal for mixed-length
license plate layouts. YOLO Architectural Development The You
Only Look Once (YOLO) model, from Redmon et al. [5], trans-
formed real-time object detection when it framed detection as one
regression task. The method greatly alleviated computational com-
plexity while achieving similar accuracy, rendering it suitable for
real-time ANPR. The single model bypassed region proposal net-
works, simplifying detection. Bochkovskiy et al. [6] upgraded the
architecture of YOLO with their formulation of YOLOv4, which
offers improved speed-accuracy trade-offs through enhanced archi-
tectural advances as well as from improved training approaches.
Improvements in detecting small objects were prominently demon-
strated in their study, which is very important for efficient license
plate detection over diverse ranges of distances and resolutions.
The advancement was then continued in YOLOv11, according
to Khanam and Hussain [7], who provided an elaborate analy-
sis of significant architectural improvements. The introduction of
C3k2 and C2PSA attention modules worked towards detection is-
sues specifically for small objects in busy environments that made
YOLOv11 uniquely suitable for detecting the number plates in
chaotic traffic situations. Subsequent advancements in open-source
frameworks like YOLOv5 [8], as well as the open-source YOLOv8
framework [9] by Ultralytics, have significantly popularized high-
performance detection pipelines, consequently seeing application
in both academia and commercial ANPR systems. YOLO-Based
ANPR Systems Many researchers have implemented successful
systems for ANPR based on YOLO. Laroca et. al. [10] introduced
an automatic number plate recognition system that is efficient as
well as scalable based on the use of a detector in YOLO, while
beating all state-of-the-art systems currently available. Its approach
addressed the multi-format challenge in license plates, which is
most problematic under Indian conditions that are multi-regional
in their formats. Vempati [11] implemented real-time detection and
license plate recognition with the use of YOLOv11, achieving sig-
nificant detection accuracy and inference rate improvements. The
paper demonstrated the model executing under various conditions
as well as orientations of the plate, reaffirming the practical us-
age of YOLOv11 in practical applications. Reddy et al. [12] under-
took detailed performance comparisons between EasyOCR, Pad-
dleOCR, and Tesseract for character recognition from license plate
signs and YOLOv8. From these, they inferred the superior perfor-
mance of EasyOCR with Indian fonts and low-resolution images as
the rationale for applying it to Indian ANPR systems. Singh et al.
[13] demonstrated a recognition system focusing on vehicle license
plate detection, which validated the effectiveness of YOLO-driven
methods under Indian traffic conditions. Thatikonda [14] also pre-
sented an enhanced real-time application combining helmet and
number plate detection, showing that YOLOv8-based frameworks
can extend beyond license plates to multi-object traffic monitoring.
The OCR technology choice is critical to ANPR performance.
Smith [15] made a characterization of the Tesseract OCR engine,
which was universally agreed to be the reference standard for text
recognition applications. But performance on number plates, espe-
cially under unfavorable conditions, is extremely poor when com-
pared to special-purpose deep learning methods. Hwang and Park’s
EasyOCR [16] was also a plug-and-play OCR engine that handled
80+ languages. Its multilingual functionality and use of deep learn-
ing make it especially ideal for Indian license plate numbers, whose
script can be in any number of local scripts. Du et al. [17] brought
to light PaddleOCR as a very efficient yet resource-thrifty optical
character recognition system. Despite being resource frugal, com-
parative studies brought in mixed outputs in regard to utilizing it
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in the task of license plate recognition, especially for Indian plate
patterns. Sophisticated Indian ANPR Systems Anand et al. [18] in-
troduced a virtual toll collection plaza with number plate detection
through YOLOv8 and EasyOCR. Within this current study, main
roads from India were specifically taken into account, in which
the usefulness of integrating state-of-the-art detection as well as
recognition technologies was demonstrated for practical applica-
tion. Nafis et al. [19] proposed an automatic number plate recogni-
tion system from YOLOv11 that is tailored to distinct Indian for-
mats of number plates. Through their stringent performance eval-
uation, their approach demonstrated enhanced performance from
previous versions of YOLO, particularly in handling diverse Indian
plate styles as well as text written in multiple languages. The avail-
ability of curated datasets, such as the Roboflow Indian number
plate detection dataset [20], has further accelerated research spe-
cific to Indian conditions by providing standardized training and
benchmarking resources. Image Preprocessing and Enhancement
The first to suggest Contrast Limited Adaptive Histogram Equaliza-
tion (CLAHE) was Zuiderveld [21], who nowadays widely uses the
method to improve license plate images under changing light con-
ditions. The approach is of great standing for roads in India, where
light conditions change dramatically from day to night. The works
by Gonzalez and Woods [22] offer extensive treatment of digital
image processing techniques that are applicable to ANPR systems.
Preprocessing that includes noise removal and stretching of con-
trasts, as well as geometrical correction, gives the fundamentals
on which most preprocessing chains in current ANPR systems are
founded. Performance Measurement and Metrics Davis and Goad-
rich [23] worked out the relation between the recall-precision graph
and the ROC graph, thus introducing standard measures of evalu-
ation applicable to object detection systems. Today, these are em-
ployed as the benchmark in performance measurement for ANPR
systems, facilitating comparison between approaches. Huang et al.
[24] examined speed-accuracy trade-offs of state-of-the-art convo-
lutional object detectors that are applicable to the real-time applica-
tion of ANPR. What their study found was that detection accuracy
and inference speed needed to be traded off, in particular in appli-
cation cases like traffic monitoring. Deployment and Optimisation
The implementation in practical applications requires careful ex-
amination of computing limits as well as optimization methodolo-
gies. Jacob et al. [25] took into consideration the quantization as
well as the training of the neural networks for the inference with
integer-only arithmetic, with the efficient implementation to enable
implementation in resource-constrained devices that are commonly
used in traffic surveillance. Hinton et al. [26] put forward distilla-
tion techniques from knowledge in neural networks, which have
themselves been successful in crafting low-cost ANPR models that
can be deployed to the edge. Optimization techniques like these
are extremely valuable for deploying ANPR systems to smart city
infrastructure’s embedded devices. Challenges and Future Trends
Despite significant advances, there are a few problems in ANPR
systems. Arshid et al. [27] made comparisons between nonuni-
form detection and recognition of license plates and understood
the existing problems in connection to plate variability, damage,
and nonuniform formatting. The paper highlighted the requirement
for robust systems capable of dealing with diverse in-the-wild sce-
narios. Al-Hasan et al. [28] also introduced a better ANPR system
based on YOLOv8, bearing witness to the continuing progress in
detection performance and robustness. This indicates that architec-
tural breakthroughs as well as training approaches are still lead-
ing ANPR systems. Singh and Thakur [29] extended OCR accu-
racy further by applying regex-based post-processing correction
that is specifically designed for ANPR formats to eliminate or-

dinary recognition errors in number plates from India. Lubna et
al. [30] provided an in-depth survey on ANPR algorithms, their
strengths, and weaknesses across stages of recognition, as well as
the significance of domain-specific advances in the case of Indian
road conditions. Interoperability with Smart City Framework Exist-
ing ANPR systems are being integrated into wider smart city sys-
tems. Zanella et al. [31] outlined the Internet of Things for smart
cities as well as ANPR systems being integrated into wider urban
monitoring management systems. This integration angle is useful
in understanding the broader ANPR deployment context in current
cities. The literature decisively illustrates the transition from stan-
dard image-processing techniques to state-of-the-art deep learning
models. Deployment of the latest detection models like YOLOv11
alongside domain-specific OCR engines like EasyOCR is the state
of the art in Indian ANPR systems. There are limitations, however,
in handling heterogeneous plate layouts, multilingual text, and vari-
ations in environmental conditions. Future directions are towards
improved preprocessing techniques and attention-based character
detection, as well as edge optimization for smart city deployments.
Integration of these technologies with relevant evaluation metrics
and practical experimentation in the real world validates their ef-
fectiveness in practical deployments of ANPR in traffic in India.

3. METHODOLOGY
3.1 System Overview
This work includes the Automatic Number Plate Recognition
(ANPR) method, a modular deep learning–based framework ca-
pable of operating in real time and under diverse conditions in In-
dia. It is an overall three-stage process that consists of license plate
detection, character reading, and post-processing. All of which are
speed- and accuracy-optimized modules that work one after another
as an end-to-end vision-based pipeline suitable for both still images
and real-time video.
The process begins with the input of images; this input could either
be a live stream from a webcam or a still image file. All images
are resized to an input resolution of 640 × 640 pixels (the resolu-
tion YOLOv11 models are pre-trained for). Normalization in this
manner ensures that the model will work in the same manner de-
spite the input size of numbers. YOLOv11 is used to detect number
plates (after fine-tuning through the Roboflow Indian Number Plate
Dataset) and to produce bounding boxes along with a confidence
score for each detection.
The cropped license plate regions are then processed through a
preprocessing pipeline consisting of grayscale conversion, Con-
trast Limited Adaptive Histogram Equalization (CLAHE) as part
of an uniforming of illumination, and a pass for skew correction
to mitigate any perspective distortions. The preprocessing creates
clarity and contrast for the characters, which is essential for OCR
performance later on. Post-processing with EasyOCR, a multilin-
gual deep learning-based OCR engine, extracts the alphanumeric
text that is on the vehicle plate images. This OCR engine produces
both the characters that were recognized and a value called confi-
dence. Then, a regex-based validation unit reduces the output rec-
ognized by checking against regularized Indian vehicle registration
plate formats (e.g., MH12AB1234), meaning that only disentan-
gled plate number outputs remain. As output, the final products
include annotated images, overlays of the bounding boxes on the
images, recognized plate number outputs, and a CSV output file in
an organized format consisting of the fields filename, detected text,
confidence, and timestamp.
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3.2 Dataset and Preprocessing
The training and validation dataset used in this study was obtained
from the ”Indian Number Plate” dataset on Roboflow. The free-
to-use dataset consists of around 10,000 annotated images in the
YOLO format with corresponding .txt text files containing normal-
ized bounding boxes indicating the location of the license plates.
The dataset represents a range of authentic driving environments
and vehicle traffic conditions. The dataset consists of daylight and
nighttime images and images with motion blur, partial occlusions,
and regional differences in fonts commonly found on Indian num-
ber plates. These attributes contribute to the dataset’s ability to rep-
resent real-world deployment challenges.
To meet the input resolution standards of the YOLOv11 model,
all images were resized to 640 x 640 pixels. The annotation files
were remapped using the Python SDK in Roboflow, which allows
datasets to be easily managed, preprocessed, and exported.
To improve the robustness and generalization ability of the detec-
tion model, multiple methods of data augmentation were applied
during the training process. During this training process, we created
the augmentation data for many different methods of data augmen-
tation, such as horizontal flip, scale, inject noise, adjust brightness,
adjust contrast, and rotate in real-time in the Ultralytics YOLO en-
gine. By applying all of the above methods of augmentation in real-
time during the training process, the dataset was changed slightly
every epoch of training to help prevent overfitting the model with
varying environmental conditions that the model would be subject
to.
It was trained on the whole dataset for 30 epochs with a batch size
of 16 on Complete Intersection over Union (CIoU) as the loss func-
tion. The dataset was split into 70% training, 20% validation, and
10% testing datasets to systematically check performance in each
step of the model-building process.

3.3 Pipeline of the Model
The suggested ANPR pipeline is built to be readily interpretable,
modular, and easily reproducible. The pipeline begins with using
the Roboflow Python SDK to import the dataset for preprocessing,
followed by the conversion of data to YOLOv11 format. Training
is accomplished using the Ultralytics YOLOv11 framework, which
supports modern types of augmentations and leverages GPU accel-
eration to improve training times. During training, the YOLOv11
detector learns to identify number plates by minimizing the Com-
plete Intersection over Union (CIoU) loss function, which further
improves the detection accuracy of the bounding box predictions.
Once the training is complete, the best model weights (best.pt) are
saved for inference. For inference, the model detects number plates
on the test images by overlaying bounding boxes around the plate
and then cropping all bounding box regions to read the characters
using the EasyOCR library. The framework uses EasyOCR to ex-
tract the text, with the default OCR set to English; however, it can
be easily expanded to include other Indian scripts such as Hindi,
Tamil, and Bengali. After extracting text, we use regex patterns to
validate that the extracted text matches possible number plate for-
mats for a valid vehicle number. Finally, we overlay the results onto
the original image using OpenCV and save structured outputs as a
CSV file with Pandas.
With this workflow, it is possible to seamlessly incorporate the
system into various real-time applications, such as smart parking,
toll management, or surveillance networks. The complete workflow
was executed on Google Colab, from data collection and model

training to plate detection, reading with OCR, and generating out-
put, for ease of access and reproducibility.

Fig. 1: Pipeline for license plate recognition using YOLOv11 and Easy-
OCR.

4. MATHEMATICAL MODELING
Let I ∈ RH×W×3 be the input RGB image. The ANPR system is
modeled as a pipeline comprising detection, preprocessing, recog-
nition, and post-processing modules.

License Plate Detection
YOLOv11 detects bounding boxes:

B = fYOLO(I) (1)

where B = {bj}nj=1, and each bj = (xj , yj , wj , hj , cj) contains
position and confidence.
Detection loss is:

Ldet = LCIoU + λcls · Lcls + λobj · Lobj (2)

Image Preprocessing
For each bj , the region is cropped and transformed:

Tj = T (I[bj ]) = CLAHE(SkewCorr(Gray(I[bj ]))) (3)

Character Recognition
EasyOCR performs recognition:

ŝj = fOCR(Tj) (4)

Using an attention mechanism, the loss becomes :

Locr = −
∑
t

logP (stj |s<t
j , Tj) (5)

Post-Processing
Output text is validated:

svalid
j =

{
ŝj , ifR(ŝj) = True
∅, otherwise

(6)
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Output Structure
Final output per image Ii is:

Oi = {(bj , svalid
j , cj , ti)}nj=1 (7)

Performance Metrics

mAP@0.5 =
1

N

N∑
i=1

AP(Ii) (8)

Accocr =
1

n

n∑
j=1

δ(ŝj = sj) (9)

Precision =
TP

TP + FP
, Recall =

TP

TP + FN
(10)

F1 =
2 · Precision · Recall
Precision + Recall

(11)

Tinference ≈ 43 ms/image (12)

5. IMPLEMENTATION ALGORITHM
Algorithm 1 summarizes the end-to-end ANPR pipeline combining
YOLOv11 for detection and EasyOCR for character recognition.

Algorithm 1 YOLOv11 + EasyOCR ANPR Pipeline
Input: Image I , Trained YOLOv11, Trained EasyOCR
Output: Annotated Image and Structured CSV Output

1 Resize I to 640× 640 B ← fYOLO(I) ; // Detect license
plates

2 foreach bj ∈ B do
3 Tj ← T (I[bj ]) ; // Preprocess: grayscale, CLAHE,

skew correction
4 ŝj ← fOCR(Tj) ; // Multilingual OCR using EasyOCR
5 ifR(ŝj) is valid then
6 svalid

j ← ŝj

7 else
8 svalid

j ← ∅
9 Overlay svalid

j on I Append result to CSV: (filename, svalid
j , cj ,

timestamp)
10 return Annotated I and CSV log

6. EXPERIMENTATION
The proposed Automatic Number Plate Recognition (ANPR) sys-
tem was implemented and tested in a sequential and modular way
to assess its performance under actual traffic conditions in India.
The experimentation process was carried out in two major phases:
license plate detection by YOLOv11 and character detection by
EasyOCR.

6.1 Implementation Environment
All training and testing were conducted with Google Colab (Free
Tier), a cloud-based Jupyter notebook environment that is popu-
larly used in deep learning research. The setup of the environment
involved an NVIDIA Tesla T4 GPU and a 2-core Xeon processor
with approximately 12.6 GB of RAM and approximately 107 GB of
temporary space. Software-wise, the system was based on Python
3.10. The primary detection model was built using the YOLOv11
engine by Ultralytics, while character recognition was performed

using EasyOCR. OpenCV was used in image annotation and visu-
alization, while tabular outputs were generated using Pandas. Mat-
plotlib and Seaborn were also used in plotting training metrics, and
the Roboflow Python SDK was used for easy importation and pre-
processing of datasets.
This configuration was sufficient to perform training, testing, infer-
ence, and visualization tasks without any further hardware installa-
tion.

6.2 Experimental Procedure
Experimentation was a step-by-step process beginning with dataset
preparation. The system employed the ”Indian License Plate”
dataset on Roboflow with around 10,000 YOLO-formatted anno-
tated images of various real-world situations like low light, occlu-
sion, and varied fonts. Annotations were YOLO-formatted normal-
ized bounding box coordinates. Images were resized to 640×640
pixels in accordance with YOLOv11 input resolution. Preprocess-
ing included grayscale conversion, Contrast Limited Adaptive His-
togram Equalization (CLAHE), and skew correction, optionally to
enhance data quality.
The YOLOv11 model was trained using the Ultralytics YOLO en-
gine with a 30-epoch configuration and batch size 16. The model
used the Complete IoU (CIoU) loss function in the bounding box
regression and a combination of augmentations, including rotation
of images, addition of noise, changing brightness and contrast, and
horizontal flipping of the image for improved generalization. The
dataset was divided into 70% training data, 20% validation data,
and 10% test data. Once the training was completed, the best-
performing model weights (best.pt) were saved for inference.
For inference testing, the YOLOv11 model was used on unseen
test images to generate predictions for number plate boxes. The
predictions were with high-confidence scores and strong detection
performance, even under difficult conditions like low light and mo-
tion blur. License plate regions found were cropped and passed to
the EasyOCR engine, with English characters being preferred. Al-
though EasyOCR already has its own preprocessing, additional im-
provements were observed when CLAHE was used to enhance con-
trast in low-quality inputs. Once the character recognition was com-
plete, the output was visually tagged using OpenCV. A properly
formatted output CSV file was also created using Pandas with the
image file name, the detected license plate number, the detection
confidence, and a timestamp for each detection. The system was
evaluated using different metrics. Detection accuracy, expressed as
mean Average Precision @ 0.5 IoU (mAP@0.5), was 92.4%. Easy-
OCR’s character-level detection accuracy was around 88.2%. Pre-
cision and recall were monitored during training and charted us-
ing validation curves. The average time per image of inference was
around 43 milliseconds, and the proposed pipeline is therefore suit-
able for real-time usage such as traffic monitoring, access control,
and tolling.

7. RESULT AND ANALYSIS
The last part of the ANPR pipeline of the system provided is
a graphical and tabular representation of the performance of the
end-to-end detection and recognition process. The pipeline uses
YOLOv11 for detecting the license plates and EasyOCR for the
recognition of characters. The second part is regarding the perfor-
mance testing of the system on real test images and its structured
output. The performance of the proposed ANPR system, evaluated
on real-world test images, is summarized in Table 1, highlighting
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key metrics such as detection accuracy, recognition accuracy, pre-
cision, recall, F1 score, and inference time.

Table 1. : Performance Metrics of the ANPR System Using YOLOv11 for
License Plate Detection and EasyOCR for Character Recognition on Real-
World Test Images.

Metric Value

Detection Accuracy (mAP@0.5) 92.4%

Character Recognition Accuracy 88.2%

Precision @ 0.847 confidence 100.0%

Recall @ 0.000 confidence 99.0%

F1 Score 99.5%

Avg. Inference Time per Imag: 43 ms/frame

Note: “@” indicates the confidence threshold at which the metric was
evaluated.

7.1 Detection and Recognition Visualization
Figures 2 and 3 depict sample outputs where YOLOv11 de-
tects license plates and EasyOCR detects alphanumeric characters.
OpenCV highlighted the detected text surrounding the bounding
boxes. The outputs demonstrate the success of the system in actual
application despite lighting variation, angle, occlusion, and motion
blur.

Fig. 2: License plates detected and recognized using YOLOv11 and Easy-
OCR.

7.2 Training Evaluation Metrics
The YOLOv11 detection model was trained for 30 epochs. Fig-
ures 4 to 7 present key evaluation plots that reflect model learning
and performance.

Fig. 4: Precision (top) and recall (bottom) curves during training.
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Fig. 3: Results under challenging conditions: low light, blur, and occlusions.

Fig. 5: Confusion matrix and its normalized version for the classification
performance.

Fig. 6: Sample training (left) and validation predictions (right).
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Fig. 7: Training loss and metric evolution over 30 epochs.

7.3 Structured Output Storage
Figure 8 shows a sample output CSV file with the detected image
filenames and detected license plate text. It can be handled rela-
tively easily in databases or real-time systems.

Fig. 8: Sample structured CSV output showing filenames and recognized
license numbers.

8. FUTURE WORK
Despite the strong real-time performance and accuracy of the pro-
posed ANPR pipeline, several enhancements are envisioned for fu-
ture versions. One key direction is the integration of transformer-
based OCR models which are more robust for varied fonts and lan-
guages.
Another possibility is training with larger, more diverse multi-
lingual datasets to boost generalizability across Indian regional

scripts. Improvements in the plate detection stage using ensemble
methods can also help with occluded or angled license plates.
Finally, real-time deployment on edge devices like Jetson Nano
and Raspberry Pi could be further optimized with quantization and
model pruning strategies, making the solution more efficient for use
in actual smart city traffic systems.
Though the proposed ANPR system is great, it can be made even
better. Usage of EasyOCR in the OCR module with English bias
limits recognition in areas with non-Latin scripts. Multi-language
support in OCR can be included in future versions to support lo-
cal languages like Hindi, Tamil, and Bengali. The OCR can be
complemented with newer models like transformer-based models
(e.g., TrOCR) that have been shown to work well in recognizing
text in degraded or low-quality conditions. Shifting the pipeline to
edge hardware deployment on platforms like Raspberry Pi or Jet-
son Nano would enable low-latency ANPR in low-end setups, e.g.,
smart parking management or gated colonies. Communities.
Accuracy after identification can be improved through format-
aware error correction through learned regular expressions and
model tuning. Long-term goals for the future are to build an adap-
tive pipeline that can be executed in real-time with self-tuning ca-
pability, constant monitoring, and smooth integration with smart
surveillance systems.

9. CONCLUSION
This is an efficient and fast ANPR system optimized for Indian road
conditions with YOLOv11 for detecting real-time license plates
and EasyOCR for character recognition. The model was trained
and validated on the Roboflow Indian Number Plate dataset on
Google Colab with a high detection rate of 92.4% and strong recog-
nition output. The system outputs tag images as well as structured
CSV output, and thus, it can be embedded within access control
devices, traffic monitoring software, or smart city platforms. In
English-only OCR mode, the model works strongly under a vast
array of conditions, e.g., slope plates and darkened conditions. End-
to-end architecture ensures that the compromise between light de-
tection and OCR delivers strong, real-time responses. With further
research within the domains of multilingual support, transformer-
based recognition, and edge optimization, the system has immense
scope for further applications within intelligent transportation sys-
tems.
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