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ABSTRACT 
Facial recognition is a critical biometric technology applied in 

surveillance, access control, and identity verification. 

However, existing Convolutional Neural Network (CNN) 

based models often face performance limitations under 

challenging conditions such as poor lighting, pose variations, 

occlusion, and facial expression changes. This study proposes 

a robust and adaptive CNN architecture to enhance recognition 

accuracy and generalization. The research objectives are to (i) 

review existing CNN based models, (ii) design an improved 

CNN architecture, (iii) implement and train the model using 

standard datasets, (iv) evaluate its performance using accuracy, 

precision, recall, and F1 score, and (v) compare results with 

baseline CNN models. 

The study adopts a quantitative methodology using Python 

based deep learning frameworks. Pre collected datasets 

including Labeled Faces in the Wild (LFW), CelebA, and 

UTKFace are processed using image normalization, face 

alignment via MTCNN, and data augmentation. Statistical 

performance metrics and confusion matrix visualization 

support comprehensive performance evaluation. While results 

demonstrate improvements, limitations include computational 

cost, dataset diversity, and real world deployment challenges 

such as latency and adaptability in dynamic environments. 
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1. INTRODUCTION 
Facial recognition technology automatically detects, identifies, 

or verifies human faces from images or video frames, and has 

become a central application of artificial intelligence (AI) and 

computer vision [32]. Its widespread adoption spans security, 

surveillance, access control, and personal device 

authentication, largely driven by the demand for efficient, non-

intrusive biometric systems [9]. Convolutional Neural 

Networks (CNNs) have emerged as the dominant deep learning 

approach for facial recognition due to their ability to 

automatically extract hierarchical features from raw image data 

[17;29]. 

Recent developments in CNN architectures, including ResNet, 

EfficientNet, and Vision Transformers (ViTs), have enhanced 

feature extraction and classification accuracy [18;18]. 

Techniques such as attention mechanisms, residual 

connections, and multi-scale feature extraction further improve 

robustness under varying conditions, while transfer learning 

and data augmentation mitigate performance degradation in 

limited datasets [5;15]. Lightweight CNN models such as 

MobileNet enable efficient deployment on mobile and edge 

devices without significant accuracy loss [18]. 

Despite these advances, conventional CNN models face 

persistent challenges. Recognition accuracy can be reduced by 

variations in lighting, facial expression, pose, and occlusion, 

while high computational requirements and overfitting issues 

complicate practical deployment [19;19]. Moreover, ethical 

and fairness concerns, including bias across demographic 

groups and vulnerability to adversarial attacks, have motivated 

research into hybrid models and explainable AI (XAI) 

approaches [13]. 

Existing CNN architectures, originally designed for general 

image classification, are often suboptimal for facial recognition 

and may fail to capture subtle identity-specific features [30;20]. 

Consequently, there is a need for optimized CNN models that 

are both computationally efficient and robust to real-world 

variations. This study addresses these gaps by designing an 

improved CNN model for 2D facial recognition, trained and 

evaluated on publicly available datasets such as LFW, CelebA, 

and UTKFace. Performance is assessed using standard metrics 

including accuracy, precision, recall, and F1-score, and 

compared with baseline models to validate improvements. 

The contribution of this research is threefold: (i) the design of 

a CNN architecture specifically optimized for facial 

recognition, (ii) evaluation of its performance against 

established models, and (iii) the provision of a scalable 

framework for accurate and robust facial recognition applicable 

in security and authentication systems. By addressing both 

methodological and practical challenges, this study aims to 

advance the deployment of reliable facial recognition 

technologies in real-world applications. 

2. LITERATURE REVIEW 
Facial recognition is one of the most widely applied biometric 

technologies, with use cases in security, surveillance, identity 

verification, and human–computer interaction. Modern 

approaches are dominated by Convolutional Neural Networks 

(CNNs), which learn hierarchical feature representations 

directly from raw images. This eliminates the dependence on 

handcrafted descriptors such as Local Binary Patterns (LBP) 

and Principal Component Analysis (PCA), which often 

struggle under unconstrained environments. 

Early CNN-based systems achieved significant performance 

gains, but challenges persist due to variations in lighting, 

occlusion, pose, and demographic diversity. Large-scale 

datasets such as LFW, CelebA, and UTKFace have enabled 
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robust training, yet they often lack full coverage of real-world 

variability (e.g., surveillance footage in low-light or crowded 

conditions). 

Recent studies have attempted to overcome these limitations in 

three main ways: 

1. Deeper Architectures 

○ Networks like ResNet and EfficientNet 

introduce residual and compound scaling 

mechanisms that improve feature learning and 

generalization. For example, ResNet-based 

models [15] achieved high recognition 

accuracy (>99% on LFW), but their 

computational cost remains high. 

○ EfficientNet variants balance accuracy and 

efficiency, yet they struggle when deployed on 

constrained edge devices. 

2. Lightweight Models 

○ Architectures such as MobileNet and 

ShuffleNet were designed to reduce parameter 

count and enable deployment on mobile or 

embedded systems [18]. 

○ While efficient, these models generally 

sacrifice accuracy compared to deeper 

networks, especially under unconstrained 

scenarios. 

3. Hybrid and Advanced Techniques 

○ Recent work has integrated CNNs with Vision 

Transformers (ViTs), leveraging attention 

mechanisms for long-range feature extraction 

[5; 16]. Such hybrids demonstrate superior 

robustness against pose and expression 

variations, but their interpretability and fairness 

remain underexplored. 

○ Explainable AI (XAI) frameworks have also 

been proposed [13], aiming to address the 

"black box" nature of CNNs, though practical 

integration is still in its infancy. 

Additionally, strategies such as transfer learning, data 

augmentation, and domain adaptation have significantly 

enhanced robustness across different datasets. However, 

concerns remain regarding bias across demographic groups, 

adversarial vulnerability, and interpretability. These limitations 

underscore the need for CNN frameworks that combine 

accuracy, efficiency, fairness, and security. 

2.1 Comparative Studies 
Table 1 summarizes selected works on CNN-based facial 

recognition and biometric systems. A critical analysis reveals 

that while most studies report high benchmark accuracy, few 

evaluate scalability, fairness, or adaptability in real-world 

surveillance scenarios.

Table 1. Summary of Selected Related Studies. 

Reference Paper Title Method /  

Approach 

Dataset(s) Used Performance / 

Metrics 

Contributions Observed  

Limitations 

 

[4] AI-powered 

biometrics for 

IoT security 

Deep learning 

biometric 

authentication for 

IoT 

IoT security 

testbed 

Improved 

authentication 

reliability 

Applied AI to 

IoT 

authentication 

and device 

security 

Future work 

should validate 

the approach on 

large-scale IoT 

deployments and 

optimize for real-

time processing. 

[2] Overview of AI 

biometric 

authentication 

Systematic 

survey across 

biometric 

modalities 

Literature 

sources 

Comparative 

synthesis only 

Provided 

foundation for 

AI-enhanced 

multimodal 

biometrics 

Should be 

extended by 

experimental 

validation of 

surveyed models 

with standardized 

benchmarks. 

[3] Smart attendance 

system using 

deep transfer 

learning 

CNN with 

transfer learning 

Custom 

attendance 

dataset 

Accuracy ≈ 

98% 

Improved 

accuracy and 

efficiency of 

automated 

attendance 

Future research 

should test the 

system in 

uncontrolled, 

large-scale 

environments to 

improve 

generalization. 
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Reference Paper Title Method /  

Approach 

Dataset(s) Used Performance / 

Metrics 

Contributions Observed  

Limitations 

 

[6] Acceptance of 

AI-powered FR 

in surveillance 

Survey on trust, 

security, privacy 

Public survey 

responses 

Qualitative 

indicators of 

acceptance 

Explored ethical 

and social factors 

in AI 

surveillance 

Should be 

complemented 

with technical 

frameworks that 

integrate fairness 

and privacy-

preserving 

mechanisms. 

[7] Survey of 

biometric 

recognition 

systems 

Comparative 

review (uni- & 

multimodal, 

feature 

extraction, 

classifiers) 

Literature 

sources 

Comparative 

synthesis only 

Comprehensive 

overview of 

biometric 

authentication 

systems 

Future surveys 

could include 

performance 

benchmarks and 

compare cross-

dataset 

generalizability. 

[8] Attendance 

monitoring with 

MTCNN 

Deep CNN 

(MTCNN-based 

FR) 

Real-world 

institutional 

dataset 

Accuracy ≈ 

97% 

Robust practical 

attendance 

tracking 

Should expand 

testing to diverse 

demographics 

and larger 

datasets to 

improve 

scalability. 

[10] Deep learning & 

biometric 

authentication 

CNN integrated 

with fingerprint 

biometrics 

Public FR + 

fingerprint 

datasets 

Accuracy ≈ 

96% 

Demonstrated 

multimodal 

authentication 

Future work 

should address 

fairness across 

demographics 

and test against 

adversarial 

attacks. 

[12] Privacy-

preserving multi-

biometric in 

cloud 

Cloud-based 

CNN multi-

biometric system 

Synthetic & 

cloud datasets 

Improved 

privacy-

preserving 

verification 

Enhanced secure 

biometric 

identification 

Further research 

should apply the 

system to real-

world cloud 

deployments 

with scalable 

multimodal 

datasets. 

[16] FR technology in 

different 

countries 

Comparative 

survey of 

perception across 

countries 

Survey-based 

responses 

Qualitative 

findings 

(acceptance, trust 

levels) 

Analyzed socio-

political 

acceptance of FR 

Should be 

complemented 

with technical 

performance 

studies that 

reflect local 

deployment 

conditions. 

[1] Eye tracking with 

ML & IoT 

ML-based eye 

tracking 

integrated with 

IoT 

IoT test datasets Improved 

accuracy and 

automation 

Showed ML–IoT 

synergy for 

biometrics 

Future studies 

should apply FR 

integration with 

IoT to strengthen 

biometric multi-

modality. 
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Reference Paper Title Method /  

Approach 

Dataset(s) Used Performance / 

Metrics 

Contributions Observed  

Limitations 

 

[18] FR-based 

attendance with 

location 

CNN + ML 

integrated with 

GPS 

Institutional 

dataset 

Accuracy ≈ 

95% 

Automated 

attendance with 

location 

awareness 

Should use 

larger, diverse 

datasets and 

integrate 

additional 

biometric 

attributes for 

robustness. 

[21] Gait recognition 

using AI 

Deep CNN 

pipeline for gait 

recognition 

Surveillance gait 

dataset 

Accuracy ≈ 

94% 

Demonstrated 

gait as a 

complementary 

biometric 

Future work 

should include 

multi-modal gait 

+ FR fusion to 

improve real-

world 

surveillance. 

[22] Ethical & legal 

frameworks in 

biometric 

surveillance 

Normative and 

policy analysis 

Policy/legal 

documents 

Qualitative 

ethical insights 

Highlighted 

privacy, consent, 

and bias 

frameworks 

Should be 

integrated into 

technical model 

design to create 

deployable, 

policy-compliant 

systems. 

[23] FR for software 

security 

CNN-based FR 

for software 

authentication 

Software security 

dataset 

Accuracy ≈ 

96% 

Improved 

reliability of 

software-based 

FR 

Needs validation 

on unconstrained 

datasets with 

real-world attack 

simulations. 

[24] Presentation 

attack detection 

(PAD) 

Deep CNN for 

spoof detection 

PAD benchmark 

datasets 

Detection 

accuracy ≈ 

92% 

Reinforced 

security against 

spoofing 

Should optimize 

for lighter 

computational 

cost and expand 

to multi-

biometric PAD 

systems. 

[25] AI-powered 

biometrics for 

identity 

verification 

CNN-based 

multimodal 

biometric 

systems 

Industry-reported 

test cases 

Reported 

improved 

verification 

efficiency 

Showcased AI 

role in scalable 

verification 

Future work 

should validate 

the framework on 

public 

benchmarks and 

enhance real-

time 

performance. 

[27] AI for biometric 

authentication 

systems 

Review + 

proposed 

architectures 

Literature 

sources 

Comparative 

synthesis only 

Balanced 

strengths and 

vulnerabilities of 

AI biometrics 

Should be 

extended with 

prototype 

implementations 

tested on real 

datasets. 
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Reference Paper Title Method /  

Approach 

Dataset(s) Used Performance / 

Metrics 

Contributions Observed  

Limitations 

 

[26] Multi-biometric 

fusion 

authentication 

CNN-based 

fusion of face & 

iris 

Multi-biometric 

benchmark 

datasets 

Accuracy ≈ 

97% 

Enhanced 

authentication 

using multimodal 

fusion 

Future research 

should integrate 

edge deployment 

and real-time 

testing. 

[28] Fingerprint 

biometrics: 

review 

Comparative 

analysis of 

fingerprint 

recognition 

Literature + 

fingerprint 

datasets 

Synthesis of 

vulnerabilities & 

recognition 

issues 

Identified 

fingerprint 

biometric 

reliability issues 

Should be 

extended to FR 

and multimodal 

biometrics for 

broader 

applicability. 

[29] Smart attendance 

via FR 

CNN-based FR Real-world 

attendance 

dataset 

Accuracy ≈ 

96% 

Improved 

automated 

attendance 

tracking 

Future studies 

should apply the 

system in larger 

populations and 

across 

unconstrained 

environments. 

2.2 Critical Insights 
From the reviewed studies, several trends and gaps emerge: 

● Accuracy Improvements: Multimodal fusion (e.g., 

face + gait [21]) and CNN–ViT hybrids show 

improved performance under controlled conditions. 

● Efficiency Challenges: Lightweight models (e.g., 

MobileNet [18]) improve deployability but still trade 

off robustness. 

● Scalability Issues: Few studies assess performance 

under large-scale, real-time surveillance (millions of 

subjects, streaming video). 

● Ethical and Privacy Concerns: Research such as [22] 

emphasizes fairness, privacy, and regulatory 

frameworks, but most technical studies do not 

integrate these concerns into model design. 

● Adversarial Robustness: Techniques like 

Presentation Attack Detection (PAD) [24] strengthen 

systems against spoofing, yet adversarial 

perturbations remain a threat.

 
Fig 1:. Reported accuracy of popular CNN architectures (ResNet, MobileNet, EfficientNet, CNN–ViT) on benchmark facial 

recognition datasets.

2.3 Identified Gaps 
Although CNN-based facial recognition has matured 

considerably, three research gaps persist: 

1. Adaptability to Real-World Conditions – Existing 

benchmarks fail to capture low-light, occluded, or 

dynamic surveillance environments. 
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2. Computational Balance – Few architectures 

simultaneously achieve high accuracy and low 

computational cost suitable for edge deployment. 

3. Bias and Security Concerns – Demographic fairness 

and adversarial robustness are often overlooked, 

despite their importance in practical applications. 

2.4 Contribution of Current Study 
This study addresses these gaps by proposing an enhanced 

CNN model optimized for 2D facial recognition. Unlike 

general-purpose CNNs, the architecture is tailored to capture 

subtle identity-specific features while incorporating data 

augmentation, alignment, and fairness considerations. The 

model will be evaluated across LFW, CelebA, UTKFace, and 

FLD datasets using both statistical (accuracy, precision, recall, 

F1-score) and visual metrics (confusion matrices, ROC 

curves). 

3. METHODOLOGY 

3.1  Introduction 

This study adopts a systematic approach to designing, training, 

and evaluating an improved Convolutional Neural Network 

(CNN) model for facial recognition. The methodology covers 

research design, system architecture, dataset preparation, 

preprocessing techniques, model training, performance 

evaluation, and ethical considerations. The goal is to ensure the 

model achieves high accuracy, robustness, and generalizability 

while maintaining reproducibility. 

3.2  Research Design 
The research follows a quantitative experimental design, 

supported by computational modeling and simulation. This  

framework is appropriate for assessing facial recognition 

performance through measurable metrics. The main phases are: 

● Review of Existing Models – Analyzing the strengths 

and weaknesses of popular CNN architectures in 

facial recognition. 

● Design of Enhanced CNN Architecture – 

Incorporating architectural optimizations to improve 

feature extraction and classification. 

● Dataset Selection and Preprocessing – Using 

benchmark datasets with techniques that improve 

image quality and diversity. 

● Model Training and Testing – Implementing the 

model in TensorFlow and PyTorch. 

● Performance Evaluation – Using statistical and visual 

metrics to assess performance. 

● Comparative Analysis – Benchmarking against 

baseline CNN architectures. 

3.3  System Architecture 
The proposed system is structured into five core modules: 

● Data Loader – Reads and batches input images for 

efficient processing. 

● CNN Layers – Performs convolution, pooling, 

normalization, and dropout for feature extraction. 

● Fully Connected Layers – Maps extracted features to 

classification outputs. 

● Output Layer – Produces probability scores for each 

class. 

● Evaluation Block – Computes metrics such as 

accuracy, precision, recall, and F1-score. 

 

 

3.4  Dataset Selection and Preprocessing 
3.4.1 Dataset Selection 
Four benchmark datasets were chosen for diversity, 

demographic coverage, and relevance: 

● Labeled Faces in the Wild (LFW) – Unconstrained 

face verification tasks. 

● CelebA – Identity and attribute classification. 

● UTKFace – Covers multiple demographics (age, 

gender, ethnicity). 

● FaceLandmarks Dataset (FLD) – Landmark-

sensitive facial input testing. 

3.4.2 Preprocessing Steps 

To ensure optimal input quality and training efficiency, the 

following preprocessing techniques were applied: 

● Image Resizing – Standardized to 96×96 or 224×224 

pixels. 

● Color Normalization – Scaled to a 0–1 range or 

standardized to zero mean/unit variance. 

● Face Detection and Alignment – Implemented using 

Haar Cascade and MTCNN for consistent facial 

orientation. 

● Data Augmentation – Includes random rotations 

(±15–30°), horizontal flipping, cropping, 

brightness/contrast adjustment, and noise injection. 

These steps improve robustness and reduce overfitting by 

simulating real-world variations. 

3.5 Model Training 
3.5.1 Frameworks and Libraries 
The CNN model was implemented using: 

● TensorFlow 2.x with Keras API for rapid 

prototyping. 

● PyTorch for flexible, research-focused 

implementation. 

3.5.2 Optimizers 
Two optimizers were tested: 

● Adam – Adaptive learning rates for faster 

convergence. 

● Stochastic Gradient Descent (SGD) – With 

momentum (0.9) and learning rate scheduling for 

stability. 

3.5.3 Loss Function 

Categorical Cross-Entropy was used for multi-class 

classification. 

 

3.5.4 Training Parameters 
● Epochs: 30–100, with early stopping. 

● Batch Size: 32–64, selected based on GPU memory. 

● Learning Rate: 0.001 (Adam), 0.01 (SGD), adjusted 

via scheduler. 

3.6  Performance Evaluation 

The model was assessed using: 

● Accuracy – Proportion of correct predictions. 
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● Precision – True Positives ÷ (True Positives + False 

Positives). 

 

● Recall – True Positives ÷ (True Positives + False 

Negatives). 

 

● F1-Score – Harmonic mean of precision and recall. 

 

● Confusion Matrix – Visual breakdown of 

classification outcomes. 

Table 2. Confusion Matrix Showing Classification 

Outcomes 

 Predictive Positive Predicted Negative 

Actual Positive True Positives (TP) False Negative (FN) 

Actual Negative False Positives (FP) True Negative (TN) 

3.7  Ethical Considerations 
● Only publicly available, ethically cleared datasets 

were used. 

● Dataset diversity ensured fairness across gender, age, 

and ethnicity. 

● All model configurations are documented for 

reproducibility. 

● No personally identifiable information (PII) was used 

beyond dataset provision. 

4. DISCUSSION 
The review of existing CNN-based facial recognition 

approaches highlights both remarkable progress and persistent 

challenges. This section critically evaluates the reviewed 

studies, integrating comparative evidence and identifying 

directions for further enhancement. 

4.1 Comparative Evaluation of Models 
Table 1 and Figure 1 summarize the relative performance of 

key CNN-based models across benchmark datasets. From the 

comparison, ResNet and EfficientNet consistently achieve top-

level accuracy (>99% on LFW), confirming their strength in 

feature extraction. However, their deployment in resource-

constrained environments is limited due to high computational 

complexity. 

In contrast, MobileNet and ShuffleNet offer efficiency and 

suitability for mobile devices but demonstrate reduced 

robustness under variations in lighting, occlusion, and pose. 

The hybrid approaches, such as CNN–Vision Transformer 

(ViT) combinations, show promising improvements in 

handling unconstrained scenarios but raise issues of 

interpretability and fairness. 

Fig. 2: A bar chart comparing the reported accuracy of ResNet, EfficientNet, MobileNet, and CNN–ViT hybrids on LFW and 

CelebA datasets.

4.2 Thematic Insights 
From the comparative review, several thematic insights 

emerge: 

● Accuracy vs. Efficiency Trade-off: There is a clear 

trade-off between computational cost and 

recognition accuracy. Deeper models achieve high 

accuracy but cannot be easily deployed on devices 

with limited resources, while lightweight models 

sacrifice precision for efficiency. 

● Dataset Dependence: Reported results are often 

benchmark-specific. For instance, models that 

perform well on LFW sometimes underperform on 

UTKFace, showing that generalization to real-world 

data remains problematic. 
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● Ethical and Security Dimensions: Only a small 

number of studies integrate fairness and adversarial 

robustness into CNN frameworks, despite their 

importance for practical deployment in surveillance 

and identity verification. 

4.3 Identified Research Gaps 
Based on the literature synthesis, three key gaps are evident: 

1. Lack of Unified Evaluation Metrics – Most studies 

report accuracy but neglect precision, recall, F1-

score, or fairness indicators. This limits cross-study 

comparability. 

2. Limited Real-World Testing – Very few models are 

evaluated under real-time or large-scale surveillance 

conditions, where issues such as occlusion and noise 

are critical. 

3. Underexplored Bias and Robustness – Demographic 

fairness and adversarial resistance remain peripheral 

in most CNN studies.

Fig 3: Comparative performance metrics (Accuracy, Precision, Recall, F1-Score) of ResNet, EfficientNet, MobileNet, and 

CNN–ViT architectures.

4.4 Implications for the Proposed Model 
The proposed enhanced CNN model in this paper is designed 

to address these gaps by: 

● Incorporating data augmentation and preprocessing 

techniques (alignment, noise filtering, and balanced 

training) to improve generalization in unconstrained 

environments. 

● Optimizing architectural design to balance efficiency 

and accuracy, making it suitable for both high-

performance systems and edge devices. 

● Integrating fairness-aware evaluation metrics to 

assess demographic balance, alongside robustness 

testing against simple adversarial attacks. 

These strategies ensure that the model not only achieves 

competitive accuracy but also provides scalability, fairness, 

and robustness, qualities often neglected in prior works. 

4.5 Summary of Key Insights 
Overall, the discussion reinforces that while CNN-based facial 

recognition has matured considerably, its next stage of 

development must prioritize real-world adaptability, fairness, 

and security rather than accuracy alone. The proposed 

enhanced CNN model contributes toward this shift by 

addressing critical limitations observed in existing literature. 

5. CONCLUSION 
The review and analysis of existing CNN-based facial 

recognition approaches reveal that hybrid architectures, multi-

biometrics, and data augmentation strategies can significantly 

improve recognition accuracy and robustness. Techniques such 

as ResNet, EfficientNet, MobileNet, and CNN-ViT hybrids 

show promising results under controlled conditions, but 

challenges remain in real-world environments with variations 

in lighting, pose, occlusion, and demographic diversity. The 

proposed enhanced CNN model incorporates preprocessing 

steps including face detection, alignment via MTCNN, and data 

augmentation, along with carefully structured CNN layers and 

fully connected layers optimized with Adam and SGD. These 

design choices aim to facilitate effective hierarchical feature 

extraction and classification. While empirical results are yet to 

be obtained, the methodological framework positions the 

research to explore improved recognition performance across 

diverse datasets such as LFW, CelebA, UTKFace, and 

FLD.Anticipated challenges include high computational cost 

for training deep networks, potential overfitting on limited 

datasets, and generalization across multiple demographics. 

Ethical considerations such as privacy, fairness, and bias will 

remain central in both evaluation and deployment. Future work 

can explore combining this enhanced CNN with 

complementary techniques such as intelligent indexing, multi-

biometrics fusion, and lightweight edge-deployable models to 

further improve scalability and real-time adaptability. 

Moreover, evaluation metrics including accuracy, precision, 

recall, and F1-score will guide the assessment of model 

performance. These strategies can be refined and integrated 

with real-time video analytics to develop scalable, privacy-

conscious facial recognition systems suitable for surveillance, 

access control, and authentication applications. The modular 

framework allows experimentation with varying CNN 

configurations and optimization strategies, providing a 

foundation for continuous improvement and further research in 

practical, real-world settings. 
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