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ABSTRACT
The integration of non-orthogonal multiple access (NOMA) and
intelligent reflecting surfaces (IRS) has emerged as a promising
approach for enhancing spectral efficiency, user connectivity, and
fairness in next generation wireless networks. However, the over-
all system performance is highly contingent on effective user clus-
tering mechanisms, which directly impact successive interference
cancellation (SIC) and optimal power allocation. Conventional
clustering algorithms, such as K-Means, DBSCAN, and hierarchi-
cal clustering, often encounter scalability issues and yield imbal-
anced user distributions across clusters, adversely affecting sys-
tem level metrics. In this study, we introduce a Balanced K-Means
clustering framework specifically tailored for IRS-assisted NOMA
systems. The proposed method addresses the imbalance and over-
fitting challenges inherent in traditional clustering by enforcing
approximately equal cluster sizes, thereby facilitating more equi-
table resource allocation and robust SIC performance. The simu-
lation results were simulated over a normalized synthetic dataset
representing user spatial features and the proposed Balanced K-
Means clustering outperforms conventional methods, achieving
higher throughput and better bit error rate for varying user densities
and IRS configurations.
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1. INTRODUCTION
The increasing demand for ubiquitous connectivity, massive de-
vice access, and high data rates has placed significant strain on
the capabilities of conventional radio access schemes. Next gener-
ation wireless networks such as 6G aim to address these challenges
through paradigm shifting innovations that include advanced multi-
ple access techniques, intelligent radio environments, and machine
learning aided optimization. In this context, NOMA has emerged
as a promising solution to improve spectral efficiency, support mas-
sive connectivity, and enhance user fairness [1]-[3]. Unlike orthog-
onal multiple access (OMA) techniques such as TDMA, FDMA,
and OFDMA that assign orthogonal resources to users, NOMA su-
perimposes user signals in the power domain and relies on signal
level processing to separate them at the receiver using SIC [4].

In power-domain NOMA, the base station transmits a linear combi-
nation of user signals with different power levels, exploiting users
heterogeneous channel conditions. While the high channel gain
user applies decoding and signal cancellation, the weak user di-
rectly decodes its signal. This allows NOMA to outperform OMA
in terms of spectral efficiency and throughput [5]. However, the
performance of NOMA is highly sensitive to user clustering and
power allocation strategies, which determine the effectiveness of
multi-user decoding and resource distribution [6, 7].
To further improve propagation conditions and enable environmen-
tal control, IRS have been proposed as a novel complement to tradi-
tional infrastructure [8, 9]. IRSs consist of a large array of passive
reflecting elements that can reconfigure wireless signals via pro-
grammable phase shifts. By integrating IRS with NOMA [10], sys-
tems can leverage IRS to adjust the channel response and enhance
the signal strength received by weaker users. However, the integra-
tion of IRS with NOMA increases the system design complexity
particularly in user clustering and beamforming [11]-[15].
Recent studies have investigated various user clustering methods
to improve NOMA performance. Traditional clustering algorithms
such as K-Means, DBSCAN, and Hierarchical Clustering have
been widely used in wireless communication to group users based
on distance, channel gain, or other features [16, 17]. However, K-
Means suffers from unbalanced clustering, especially in heteroge-
neous scenarios, leading to poor power domain separation. Bal-
anced K-Means has been proposed as an enhanced variant that en-
forces nearly equal sized clusters, improving fairness and decoding
reliability [18]. It is especially suitable for IRS-assisted NOMA
where even distribution across IRS-controlled beams can signifi-
cantly impact performance.
Additionally, machine learning (ML) and deep learning (DL) mod-
els have been increasingly applied to automate clustering and user
pairing decisions [19]-[21]. These methods learn complex patterns
in real time data and adapt clustering based on user behavior, lo-
cation, and channel statistics. Nevertheless, traditional clustering
remains crucial due to its interpretability and lower computational
complexity, especially when implemented on embedded wireless
devices.
This work proposes and evaluates a Balanced K-Means clustering
algorithm tailored for IRS-assisted NOMA downlink systems. The
performance compare against standard K-Means, Hierarchical, and
DBSCAN techniques in terms of throughput, user fairness, and de-
coding reliability. MATLAB based simulation validates the supe-
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riority of Balanced K-Means in forming efficient user groups un-
der practical constraints. Unlike deep learning methods that require
extensive training, the proposed method remains lightweight and
interpretable, making it suitable for 6G use cases with energy and
latency constraints.
The rest of the paper is organized as follows: Section 2 presents the
proposed IRS-assisted NOMA system along with the integration of
Balanced K-Means clustering for user grouping. Section 3 provides
comprehensive simulation results, evaluating the proposed frame-
work in terms of system throughput and bit error rate under varying
SNR conditions. Finally, Section 4 concludes the paper and outlines
possible directions for future research.

2. SYSTEM MODEL
Consider a downlink IRS-assisted NOMA system where a single
base station (BS) serves K users, indexed by K = {1, 2, . . . ,K}.
The communication environment includes an IRS composed of N
passive reflecting elements. The users are randomly distributed, and
each experiences small scale fading and large scale path loss from
both the BS and the IRS. The system includes two main wireless
links: The direct BS to user link and the BS to IRS then IRS to
user cascaded link. Also, it is assumed that there is no direct link
between BS and user. The system model of IRS-assisted NOMA
for downlink is shown in Fig. 1. The BS transmits a superimposed

Fig. 1: IRS-assisted NOMA user clustering system model

signal s, which is the power weighted sum of all individual users
data symbols:

s =

K∑
j=1

√
pjxj (1)

where xj is the normalized complex data symbol for user j, often
modeled as a unit power symbol, i.e. E[|xj |2] = 1, pj is the trans-
mit power allocated to user j, satisfying the total power constraint:

K∑
j=1

pj ≤ Ptotal (2)

The received signal at user k can be expressed as:

yk =
(
hH
r,kΘhb,r

) K∑
j=1

√
pjxj + nk (3)

where hb,r ∈ CN×1 is the channel from the BS to IRS,
hr,k ∈ CN×1 is the channel from IRS to user k, Θ =
diag(ejθ1 , . . . , ejθN ) is the IRS reflection matrix, and nk ∼
CN (0, σ2) is the AWGN noise. Assuming perfect channel state in-
formation and effective IRS phase shift design, the total channel
gain for user k is:

gk =
∣∣hH

r,kΘhb,r

∣∣2 (4)

The signal-to-interference-plus-noise ratio (SINR) for the k-th user
(with SIC decoding) is:

SINRk =
pkgk∑K

j=k+1 pjgk + σ2
(5)

The achievable rate of user k is given by:

Rk = log2 (1 + SINRk) (6)

The systems total sum rate is:

Rsum =

K∑
k=1

Rk (7)

2.1 Balanced K-Means clustering for IRS-Assisted
NOMA

In this section, the Balanced K-Means clustering algorithm tailored
for IRS-assisted NOMA systems is described. The goal is to par-
tition users into M balanced clusters based on multi dimensional
features relevant to NOMA and IRS optimization.

Algorithm 1 Balanced K-Means Clustering for IRS-Assisted
NOMA
Input: Feature matrix X = {x1, x2, ..., xK} where xk =
[dk, gk,SNRk, pk], number of clusters M
Output: Balanced clusters C = {C1, C2, ..., CM}

1: for each user k ∈ K do
2: Compute effective channel gain:

gk =
∣∣hH

r,kΘhb,r

∣∣2
3: Form feature vector:

xk = [dk, gk,SNRk, pk]

4: end for
5: Normalize features: zk = xk−µ

σ
6: Randomly initialize M centroids: µ1, µ2, ..., µM

7: Initialize empty clusters C1, C2, ..., CM

8: repeat
9: for each user zk do

10: Compute distances: dk,m = ∥zk − µm∥2
11: Assign zk to cluster Cm such that |Cm| <

⌊
K
M

⌋
12: end for
13: for each cluster Cm do
14: Update centroid: µm = 1

|Cm |
∑

zk∈Cm
zk

15: end for
16: until centroids converge
17: return Balanced clusters C = {C1, C2, ..., CM}

3. SIMULATION AND RESULTS
To evaluate the effectiveness of the proposed Balanced K-Means
clustering integrated with IRS-assisted NOMA, MATLAB based
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simulations are conducted using relevant wireless parameters. The
simulation scenario includes a single cell downlink NOMA net-
work consisting of a base station, an IRS comprising N passive
elements, and K users uniformly distributed in the cell. The clus-
tering performance of different user grouping techniques for IRS-
assisted NOMA was evaluated. Fig. 2 through Fig. 5 illustrate the
clustering outcomes of each algorithm and the average Silhouette
coefficient is employed as a performance metric to quantify the co-
hesiveness and separability of the formed clusters. Each clustering
method affects how users are grouped for NOMA transmission and
consequently influences IRS phase alignment and power-domain
multiplexing efficiency.

Fig. 2: K-means Clustering

Fig. 3: DBSCAN Clustering

Fig. 4: Hierarchical Agglomerative Clustering

Fig. 5: Balanced K-Means Clustering

The silhouette score is defined as:

s(i) =
b(i)− a(i)

max{a(i), b(i)}
(8)

Where a(i) is the average distance of point i to all other points in
the same cluster and b(i) is the average distance of point i to all
points in the nearest different cluster.
The silhouette score s(i) ranges within:

s(i) ∈ [−1, 1]

The clustering performance of the four evaluated techniques is
quantitatively measured using the Silhouette Score, which reflects
the reflects the compactness and separability of the formed clus-
ters. Among the methods, K-Means achieved the highest Silhou-
ette Score of 0.781, indicating well-separated clusters with tight in-
tra cluster similarity. However, K-Means does not ensure balanced
cluster sizes, which is critical in IRS-assisted NOMA for fair re-
source distribution.
The proposed Balanced K-Means approach attained a competitive
score of 0.707, demonstrating its ability to form compact clusters
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while simultaneously maintaining uniformity in cluster sizes an es-
sential requirement for optimized IRS beamforming and NOMA
power allocation. Hierarchical clustering also showed decent per-
formance with a score of 0.693, but its rigid structure may not adapt
well to dynamic user distributions. DBSCAN, with the lowest score
of 0.535, was less effective due to its sensitivity to parameter tuning
and its handling of border or noise points, making it less suitable for
consistent user grouping in the considered wireless system. Over-
all, Balanced K-Means offers a practical trade off between clus-
tering quality and fairness, justifying its selection as the proposed
technique.
We also evaluated performance metrics such as sum rate, and bit
error rate for all considered clustering schemes to quantify their
impact on system throughput and reliability. The major simulation
parameters used for this study, such as transmit power, path loss
exponent, noise variance, IRS element count, and NOMA power
allocation factors are listed in Table 1.

Table 1. : System and Simulation Parameters

Parameter Value
Number of Users (K) 400
Number of IRS Elements (N ) 64
Path Loss Exponent 4
Noise Power Density −174 dBm/Hz
Bandwidth 10 MHz
Modulation Scheme BPSK
Power Allocation 1 watt

Fig. 6: Sum rate comparison of different clustering schemes

Fig. 6 shows the sum rate comparison of different clustering
schemes. This plot depicts how sum rate improves with increas-
ing SNR for each clustering technique. The Balanced K-Means
method shows consistently higher throughput, followed by Hierar-
chical, DBSCAN, and standard K-Means. The result signifies that
well distributed clusters in Balanced K-Means enable more effi-
cient spectrum utilization and user multiplexing.
Fig. 7 illustrates the BER performance for four clustering tech-
niques in a IRS-assisted NOMA system across SNR values ranging
from 0 to 30 dB. As SNR increases, BER decreases exponentially
for all clustering methods, with Balanced K-Means achieving the

Fig. 7: Ber performance of clustering schemes

lowest BER across all SNR levels. This demonstrates that Balanced
K-Means clustering provides more distinct and reliable user sepa-
ration, leading to reduced interference and error rates.

4. CONCLUSION
This paper presented a comparative analysis of traditional clus-
tering techniques K-Means, DBSCAN, Hierarchical, and the pro-
posed Balanced K-Means algorithm in the context of an IRS-
assisted downlink NOMA system. The simulation results clearly
demonstrated that Balanced K-Means significantly outperforms
other methods in terms of sum rate, and BER across varying SNR
levels, due to its ability to maintain equal user distribution among
clusters. The method showed enhanced stability and efficiency in
optimizing user pairing and power allocation when integrated with
IRS-assisted channels. Overall, the proposed clustering framework
effectively supports reliable and high-throughput communication
in intelligent wireless environments. Future work can explore adap-
tive and real time clustering strategies that account for user mobil-
ity and dynamic channel conditions. Such methods could leverage
machine learning and reinforcement learning paradigms to dynam-
ically optimize clustering decisions, thus further enhancing system
throughput, latency, and resilience in next-generation wireless net-
works.
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