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ABSTRACT

Query refinement plays a central role in modern information re-
trieval (IR) systems by improving query clarity, resolving ambigu-
ity, and enhancing result relevance. This survey provides a com-
prehensive overview of the model architectures and application do-
mains associated with query refinement techniques. The paper first
examines classical non-neural models and then explores a range
of neural architectures, including embedding-based methods, re-
current neural networks (RNNs), sequence-to-sequence (seq2seq)
frameworks, and transformer-based models. Special attention is
given to the progression from static representations to context-
aware and generative approaches, with an emphasis on how these
models capture user intent and session context. The study then re-
views the deployment of query refinement methods across prac-
tical domains such as product search, music retrieval, job search,
and personalized information access. These applications demon-
strate the real-world impact of query refinement in handling am-
biguous queries, adapting to user preferences, and improving over-
all retrieval performance. By highlighting key advancements and
challenges, this survey offers insight into the current state and fu-
ture direction of query refinement research.
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1. INTRODUCTION

In modern information retrieval (IR) systems, users often express
their information needs through short and ambiguous queries that
lack sufficient context or specificity. As a result, these systems fre-
quently struggle to interpret intent accurately and return relevant
results. Query refinement—a process that involves reformulating,
expanding, or clarifying user queries—has emerged as a fundamen-
tal solution to this problem. By narrowing the gap between user
intent and query expression, refinement techniques enable IR sys-
tems to deliver more precise and contextually appropriate results,
thereby enhancing user satisfaction and retrieval effectiveness. The
field of query refinement has evolved considerably over the past
decades. Early efforts were dominated by symbolic and statistical
models, including relevance feedback, pseudo-relevance feedback,
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and thesaurus-based expansion. While these methods offered foun-
dational solutions for improving query quality, they were often lim-
ited by their reliance on lexical similarity and handcrafted features.
The advent of machine learning, particularly deep learning, intro-
duced new opportunities for modeling semantic relationships, user
behavior, and contextual dependencies in query formulation.

This paper presents a comprehensive survey of query refinement
with a specific focus on neural model architectures and their ap-
plications in real-world retrieval systems. The authors categorize
the architectural landscape into four major classes: embedding-
based models, recurrent neural networks (RNNS), sequence-to-
sequence (seq2seq) models, and transformer-based architectures.
These models vary in their ability to represent context, adapt to
user intent, and generate coherent reformulations, and the paper
analyzes their mechanisms and comparative advantages in detail.
In addition to model architectures, this survey explores how these
techniques have been applied across diverse retrieval environments,
including product search, music discovery, job search, and per-
sonalized information access. These applications demonstrate the
growing need for query refinement in domains where search intent
is dynamic, user-specific, and sensitive to subtle contextual cues.
By synthesizing developments in both model design and applied
settings, this survey aims to provide a clear view of the current
capabilities and limitations of query refinement systems. The paper
also highlights open challenges and future directions for research
in user intent modeling, personalization, and scalable deployment
of neural refinement techniques.

2. MODEL ARCHITECTURE

Query refinement plays a crucial role in assisting users during
information-seeking activities by enabling more accurate and rel-
evant retrieval outcomes. Extensive research has focused on de-
veloping techniques to make user-submitted queries more effec-
tive and comprehensible [12]. These techniques—encompassing
query refinement, reformulation, and expansion—seek to bridge
the gap between a user’s initial query and their underlying infor-
mation need. In recent years, the introduction of deep learning
into information retrieval has further advanced this objective by
enabling a more nuanced understanding of user behavior and in-
tent [L1]. Leveraging large-scale datasets and sophisticated neu-
ral architectures, these models can capture complex patterns in
query formulation and search interactions. Approaches based on



word embeddings, sequence-to-sequence learning, and transform-
ers have shown substantial improvements in both the precision and
relevance of search results. This section provides an overview of
traditional, non-neural query refinement models in Section 2.1, fol-
lowed by neural models in Section 2.2.

2.1 Non-Neural Models

With the emergence of search engines in the 1990s and the rise of
social media in the early 2000s, the volume of digital content avail-
able on the web grew rapidly—a trend that continues to accelerate.
This explosion of information has driven the development of more
sophisticated information retrieval (IR) techniques to help users
find relevant content efficiently. Even prior to the advent of mod-
ern search engines, early work on query refinement began in the
1960s. Notably, Maron and Kuhns [38] introduced the concept of
probabilistic indexing to improve literature retrieval in mechanized
library systems. Their method assigned a relevance number—a sta-
tistical estimate of relevance—to each document, ranking results by
their likelihood of satisfying the user’s query. In parallel, Boolean
retrieval models allowed users to manually refine queries using log-
ical operators such as AND, OR, and NOT, laying the groundwork
for structured query construction. These foundational techniques
provided the basis for more advanced algorithms developed in sub-
sequent decades. The concept of relevance feedback—introduced
in 1971 [19]—marked a major milestone. It enabled systems to
incorporate user judgments about previously retrieved documents
to iteratively improve search performance. Rocchio’s formulation
of relevance feedback within the vector space model became a
cornerstone for later research, representing both documents and
queries as vectors in a multidimensional space [47]. Several fami-
lies of non-neural refinement models evolved from this foundation:
Collection-based term co-occurrence: methods leverage the fre-
quent co-appearance of terms in documents to identify semantically
related expansion terms [29| 51]]. This helps recover relevant doc-
uments that might not contain the exact query terms but share a
topical association. Cluster-based retrieval: organizes documents
into clusters based on content similarity. Rather than matching in-
dividual documents to the query, the retrieval model ranks and re-
turns the most relevant clusters [42} 27]. This helps contextual-
ize results and reduce redundancy. Comparative term distribu-
tion analysis: compares how terms are distributed across relevant
and non-relevant documents. This strategy reveals patterns useful
for reweighting or augmenting query terms [Porter; Salton].

The 1970s and 1980s saw the development of the vector space
model [Salton] and the introduction of TF-IDF weighting [Jones],
which improved document-term relevance estimation by penalizing
common terms and emphasizing rare, informative ones. These clas-
sical models were well-suited to the era’s relatively short queries
and smaller corpora, especially in academic settings. Despite mod-
ern advances, users still tend to issue short, under-specified queries,
leading to ambiguity and vocabulary mismatch—the disconnect be-
tween user terminology and relevant document terms. This mo-
tivates continued use of query refinement strategies, including:
Pseudo-relevance feedback (PRF) methods assume that the top-
ranked documents from an initial query are relevant and extract
expansion terms from them [17]. For instance, Lv and Zhai [37]
proposed a positional relevance model that assigns higher weights
to terms appearing near query terms. Karisani et al. [30] introduced
a weighted feedback approach that prioritizes terms based on doc-
ument relevance scores. Keikha et al. [31] further expanded this
paradigm by linking queries to Wikipedia articles, extracting rele-
vant terms that reflect the core meaning of the query. Thesaurus-
based expansion leverages external lexical resources—such as
WordNet—to expand queries using semantically related terms, in-
cluding synonyms, hypernyms, and hyponyms [41]. For example, a
query for “car” may be expanded with “vehicle,” “automobile,” or
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“sedan.” This semantic broadening helps match conceptually simi-
lar content. WordNet’s glosses and synsets are especially useful in
capturing nuanced meaning [35}/57]], and domain-specific thesauri
can further enhance relevance in technical contexts. Azad et al.
[S] proposed the Wikipedia-WordNet-based Query Expansion
(WWQE) method, which combines WordNet’s semantic structure
with Wikipedia’s rich context. Their two-level synset extraction
process increases expansion depth, and a novel in-link score ranks
terms based on their prominence in Wikipedia. This hybrid ap-
proach balances semantic richness with real-world relevance. Term
co-occurrence analysis is another widely used strategy. It assumes
that frequently co-occurring terms are likely to be semantically re-
lated. Bai et al. [§] and Carpineto et al. [16] utilized top-ranked
documents for co-occurrence-based expansion. Bhatia et al. [[10]
took this further by developing a probabilistic model that derives
suggestions based solely on intra-corpus co-occurrence, avoiding
reliance on external logs. Anand and Kotov et al. [4] extended
co-occurrence models using external knowledge sources such as
DBpedia and ConceptNet. Their graph-based approach calculates
association strength using pointwise mutual information, enhanc-
ing semantic precision. Coa et al. [13] applied machine learning
classifiers to filter out irrelevant expansion terms, while Xu et
al. proposed a ranking scheme based on the strength of term co-
occurrence within top documents.

These non-neural methods remain effective in scenarios where in-
terpretability and resource-efficiency are priorities. However, they
suffer from several limitations: Many rely solely on statistical co-
occurrence, which may overlook semantic meaning or user con-
text. 2-They may struggle with data sparsity, especially in special-
ized domains or low-resource settings.3- These models often fail
to adapt to dynamic or evolving information needs, making them
less responsive to modern interactive search behaviors. As a re-
sult, they frequently produce expansions that are too general, too
narrow, or irrelevant due to lack of contextual understanding. To
overcome these challenges, researchers have increasingly turned to
neural network models. These offer deeper semantic representation
capabilities, are more adaptable to varied data types, and learn di-
rectly from user interactions. The following section (2.2) explores
neural query refinement methods, detailing their architectures and
contributions to addressing the limitations of traditional models.

2.2 Neural Models

Neural network models have become increasingly prominent in
query refinement due to their ability to capture complex seman-
tic relationships and contextual dependencies. Unlike traditional
statistical approaches, which often rely on surface-level term co-
occurrence or manually engineered features, neural models learn
hierarchical patterns from large-scale datasets, enabling more ac-
curate and flexible refinement strategies. These models excel at
identifying latent relationships between users and queries, model-
ing subtle interactions that are critical for interpreting ambiguous
or underspecified queries. For instance, embedding-based models
such as Word2Vec and GloVe produce dense vector representa-
tions of words that reflect semantic similarity, allowing for more
meaningful query expansion. Beyond static embeddings, recurrent
neural networks (RNNs) have been applied to model the tempo-
ral structure and sequential flow of queries in a session, captur-
ing user intent over time. Building on RNNs, sequence-to-sequence
(seq2seq) models have been employed to generate refined versions
of queries by treating the problem as a translation task—from an
initial query to an improved one. More recently, transformer-based
architectures, including BERT and GPT, have advanced the state of
the art through attention mechanisms that model word dependen-
cies across the entire input. These models enable deep contextual
understanding and exhibit strong performance in both query refor-
mulation and expansion. In the following subsections, we examine



four major categories of neural models used in query refinement:
embedding-based models, RNNs, sequence-to-sequence architec-
tures, and transformers. Each category is discussed in terms of its
underlying mechanisms, representative methods, and their contri-
butions to improving search effectiveness.

2.2.1 Embedding Models. Embedding-based models learn dis-
tributed representations of words in a continuous vector space,
where the distance and orientation between vectors reflect linguis-
tic relationships such as semantic similarity or syntactic roles [49].
These dense vector representations enable more nuanced compar-
isons between terms than traditional bag-of-words models and have
proven effective in various NLP tasks, including query expansion,
document retrieval, and sentiment analysis. By embedding words
into a shared space, these models allow for more contextually aware
query refinement, improving retrieval relevance and reducing vo-
cabulary mismatch.

Mikolov et al. [40] introduced Word2Vec, a seminal approach that
revolutionized the use of word embeddings in natural language
processing. Word2Vec demonstrated that the geometric proper-
ties of word vectors could capture analogical relationships (e.g.,
king—man + woman = queen). The model offers two architec-
tures: Continuous Bag of Words (CBOW), which predicts a word
based on its context, and Skip-gram, which predicts surrounding
words from a target word. These models, trained on large corpora,
laid the foundation for embedding-based query refinement. Build-
ing on Word2Vec, Roy et al. [48] proposed a framework for query
expansion that uses the K-nearest neighbors of a query vector to
identify semantically related terms. This embedding-driven method
showed substantial improvements over traditional expansion tech-
niques, especially in addressing vocabulary mismatch. Similarly,
Mitra et al. [43] utilized vector representations of queries and re-
formulations within a session to explore user intent transitions.
Their method, based on convolutional neural networks (CNNs),
analyzed differences between embedding vectors to model seman-
tic relationships between reformulated queries. However, it did not
integrate broader session data such as click-through behavior, po-
tentially limiting its contextual depth. To enhance context-aware
query suggestion, Jiang et al. [28] introduced the Reformulation
Inference Network (RIN), which learns homomorphic embeddings
that retain both syntactic and semantic properties across sessions.
By modeling the relationships between queries and their reformula-
tions, RIN improves the quality of suggestions and captures evolv-
ing user intent. Along similar lines, Ahmad et al. [2] proposed a
model that represents both queries and clicked documents using
context-aware neural embeddings, incorporating attention mecha-
nisms to better align query and document representations within
a session. This alignment enhances both ranking and reformula-
tion quality by focusing on session-specific relevance signals. The
use of embeddings is also prominent in large-scale recommenda-
tion systems. Okura et al. [45] developed a news recommendation
system using embeddings for articles and user behaviors. Trained
on massive datasets, the model achieved notable improvements in
scalability and accuracy by aligning articles with user preferences
through Word2Vec and GloVe embeddings. However, these static
embeddings are limited by their inability to reflect word meaning
variation across contexts.

To address this, contextual embeddings such as those produced by
BERT and GPT have emerged. These models provide dynamic,
context-sensitive representations that adjust word meanings based
on surrounding text. Pre-trained on large-scale corpora, models like
BERT offer deep semantic understanding and are more effective
at modeling complex dependencies and long-range context [46].
Embedding models have also been applied in personalized search.
Zhou et al. [60] introduced a cross-lingual query refinement model
that enhances user profiles by combining word embeddings with
topic models. Applied to pseudo-relevant documents, this hybrid
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approach improves relevance by incorporating both term-level and
thematic context. Yao et al. [56] extended this direction by develop-
ing personalized word embeddings for each user, capturing individ-
ual search behavior and intent. Their multi-task learning framework
trains ranking and reformulation modules simultaneously, improv-
ing both personalization and retrieval effectiveness.
Embedding-based models provide a foundational layer for neural
query refinement by enabling efficient, semantically rich compar-
isons between terms, queries, and documents. Their ability to repre-
sent lexical semantics in a continuous space allows for flexible and
effective query expansion and reformulation. Static embeddings
such as Word2Vec and GloVe have shown strong performance in
various tasks; however, they struggle with polysemy and contextual
ambiguity. Contextual embeddings, such as those from BERT, ad-
dress these limitations by adapting representations to surrounding
text, offering improved disambiguation and semantic fidelity. De-
spite their advantages, embedding-based models often require large
training corpora and may be less interpretable than symbolic meth-
ods. Furthermore, without additional architectural support (e.g., at-
tention or recurrence), they may fail to fully capture user intent evo-
lution across sessions. Overall, embeddings are essential to modern
refinement pipelines and serve as the building blocks for more com-
plex neural architectures discussed in the following subsections.

2.2.2  Recurrent Neural Networks Model. Recurrent Neural Net-
works (RNNs) are designed to process sequential data by main-
taining a dynamic internal state that captures information from
previous inputs. This memory-like capability makes RNNs par-
ticularly suitable for natural language processing tasks, including
query reformulation, where understanding the order and dependen-
cies between words is essential. In the context of query refinement,
an RNN can encode an input sequence—such as an initial user
query—and generate a refined version that is more contextually
appropriate. This allows the system to track evolving user intent
and produce more relevant query suggestions. However, traditional
RNNSs often struggle with modeling long-range dependencies due
to the vanishing or exploding gradient problem, which can impede
performance in complex or lengthy sequences.

To address these limitations, several works have built upon RNNs
using architectural innovations such as hierarchical encoders and
attention mechanisms. For example, Chen et al. [19] proposed a
hierarchical recurrent neural query suggestion model that captures
both short-term and long-term user interests. The model comprises
a session-level encoder, which represents the user’s current ses-
sion context, and a user-level encoder, which integrates information
from previous sessions to capture long-term preferences. An atten-
tion mechanism dynamically weights the relevance of past queries,
allowing the model to prioritize queries that are more pertinent
to the current context. Experiments demonstrated significant im-
provements in Mean Reciprocal Rank (MRR) and Recall, particu-
larly in short sessions and for users with sparse histories, validating
the model’s effectiveness in generating personalized, context-aware
query suggestions. Beyond session modeling, RNN’s have also been
applied in interactive query refinement. Erbacher et al. [23] intro-
duced a framework that employs a user simulation model to iter-
atively improve query suggestions through clarification dialogues.
The system uses a hierarchical RNN to encode both individual in-
teractions and sequences of interactions, simulating user feedback
during refinement. Reinforcement learning is used to optimize the
system based on simulated user behavior, resulting in a model that
dynamically adapts its suggestions. Empirical results show notable
gains in MRR and Precision@k, emphasizing the benefit of sim-
ulated user feedback in enhancing refinement accuracy. The Re-
formulation Inference Network (RIN) by Jiang et al. [28] applies
an RNN-based architecture to model reformulation across sessions.
RIN uses homomorphic embeddings to capture both syntactic and
semantic properties of queries, which are then used in an inference



network to generate improved formulations. This method allows
for the representation of nuanced query transitions within sessions
and was shown to outperform baseline models in query sugges-
tion accuracy on real-world datasets. In a similar vein, Ahmad et
al. [2]] proposed a context-aware retrieval model that integrates se-
quential dependencies among queries and click data. Unlike prior
multi-task models that isolate document matching or reformulation,
this approach unifies these components using RNNs with attention
mechanisms. The model dynamically attends to previous queries
and interactions to reflect user intent more accurately, leading to
improved query suggestions and document ranking.

To better handle long sequences, Gated Recurrent Units (GRUs)
were introduced as a refinement of standard RNNs. GRUs in-
corporate gating mechanisms—specifically the update and reset
gates—to manage the flow of information. These gates enable the
model to preserve or discard information selectively, mitigating the
vanishing gradient issue and improving learning across long se-
quences. Several recent models in query refinement and click pre-
diction have leveraged GRUs to improve performance and stabil-
ity. For example, Chen et al. [18] developed a context-aware click
model that uses GRUs to model session-level query and click se-
quences. The architecture includes a relevance estimator and an
examination predictor. The former encodes session context using
pre-trained embeddings and GRUs, while the latter estimates the
probability of click-through events. Attention mechanisms are em-
ployed to highlight the most relevant past interactions. Experiments
showed significant performance gains in click prediction accuracy
compared to traditional models. Additionally, Li et al. [33|] pro-
posed a query suggestion model that combines GRUs with ad-
versarial learning. The GRU component encodes user query and
click behavior, while adversarial examples generated by a classifier
improve the model’s robustness. The two components are jointly
trained, enhancing the model’s ability to handle noisy or challeng-
ing inputs. Results demonstrated consistent improvements across
various context lengths, highlighting the benefit of incorporating
adversarial learning into GRU-based architectures.

RNNs and GRUs offer powerful mechanisms for modeling sequen-
tial user behavior in query refinement. RNNs are capable of cap-
turing the temporal structure of search sessions and are particularly
effective in tasks where query context evolves over time. However,
their performance degrades with long sequences due to gradient in-
stability. GRUs address these issues by regulating information flow
through gating mechanisms, leading to better retention of long-term
dependencies. While GRUs improve on traditional RNNs in terms
of memory and learning efficiency, they also introduce added com-
plexity in model tuning and training. Despite these trade-offs, both
RNNs and GRUs have demonstrated strong performance in refining
queries, modeling user intent, and generating personalized sugges-
tions—especially when combined with attention mechanisms or re-
inforcement learning. These models have laid the groundwork for
more advanced architectures, such as transformers, which further
enhance contextual understanding and scalability in modern query
refinement systems.

2.2.3  Sequence-to-Sequence Models. Sequence-to-sequence
(seq2seq) models represent a significant advancement over
traditional RNN and GRU architectures for tasks involving the
transformation of one sequence into another. These models adopt
an encoder-decoder structure, where the encoder processes the
input sequence and encodes it into a fixed-length context vector,
which is then used by the decoder to generate an output sequence.
This design supports flexible handling of variable-length inputs
and outputs, making seq2seq models particularly well-suited for
tasks such as machine translation, text summarization, and query
reformulation.

An important innovation in seq2seq models is the integration of
attention mechanisms, which allow the decoder to dynamically at-
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tend to specific elements of the input sequence during decoding.
This mitigates the limitations of fixed-length context vectors and
improves the model’s ability to handle long-range dependencies
and complex query structures. As a result, seq2seq models have
been increasingly adopted in query suggestion and reformulation,
where capturing nuanced context is critical for generating relevant
outputs. Sordoni et al. [50] introduced a hierarchical seq2seq model
that improves query suggestion by encoding the sequence of pre-
vious queries in a session. The model uses a two-level architec-
ture: a session-level RNN that generates a context vector summa-
rizing past queries, and a query-level decoder that produces the next
query. Attention mechanisms further enhance this model by allow-
ing it to focus on relevant parts of the session history. This hierar-
chical structure addresses the shortcomings of traditional seq2seq
models, which typically neglect broader session context, and en-
ables the generation of queries that better reflect evolving user
intent. A common challenge in query reformulation is the inabil-
ity of seq2seq models to handle out-of-vocabulary (OOV) or low-
frequency terms. To address this, Dehghani et al. [20] proposed
a seq2seq framework that incorporates both a query-aware atten-
tion mechanism and a copy mechanism. The attention mechanism
weighs the importance of individual queries in the session, while
the copy mechanism enables the decoder to reuse specific terms
from earlier queries—even if they are rare or unseen in training
data. The model performs well as both a discriminative ranker and
a generative model, demonstrating its robustness in handling com-
plex vocabulary and session dependencies.

To further capture long- and short-term dependencies, Wu et al.
[55] introduced the Feedback Memory Network (FMN), which in-
tegrates session context and user feedback via an external memory
component. The model stores previously issued queries and click-
through data, using an attention mechanism to retrieve relevant past
interactions when generating new suggestions. FMN shows strong
empirical performance, outperforming prior methods in both pre-
cision and recall, particularly in commercial search settings. This
architecture demonstrates the benefit of maintaining an explicit
memory of user behavior for adaptive and accurate query sugges-
tion. Zhong et al. [59] proposed the Personalized Query Sugges-
tion (PQS) model, which builds on the seq2seq framework with
stacked LSTM layers in both encoder and decoder components. To
personalize query suggestions, the model incorporates an attention
mechanism and a user-specific embedding layer trained on histori-
cal search data. This enables the system to generate recommenda-
tions that align closely with individual users’ preferences and be-
havior. Experiments confirm that PQS substantially improves both
relevance and user satisfaction over baseline methods, highlight-
ing the value of user-aware refinement strategies. In exploratory
search scenarios, users may lack domain expertise to evaluate the
usefulness of query suggestions. Medlar et al. [39] addressed this
by generating alternative queries that yield results similar to those
currently retrieved. Their model employs a seq2seq architecture
that combines summarization techniques with query reformulation.
The encoder captures session context, while the decoder produces
concise, contextually relevant alternative queries. Results show that
this approach improves user satisfaction and relevance, especially
in scientific literature search tasks. Additionally, seq2seq models
have been applied in query auto-completion. Wang et al. [54]] pro-
posed an LSTM-based encoder-decoder model for predicting query
completions in real time. The model incorporates beam search to
generate multiple completion candidates and uses sequential pat-
terns within the input to produce fluent, context-aware completions.
Their approach demonstrates superior performance in both speed
and accuracy compared to traditional auto-completion systems.
Sequence-to-sequence models offer a flexible and powerful frame-
work for query reformulation, suggestion, and completion by
enabling contextualized generation of variable-length sequences.
Their encoder-decoder structure and attention mechanisms allow



for nuanced modeling of session context and user behavior, outper-
forming traditional RNNs in many query refinement tasks. How-
ever, these models come with limitations. They require large vol-
umes of training data and computational resources, particularly
when extended with deep LSTM stacks or attention layers. More-
over, performance can degrade if the model is poorly trained or
if training data is domain-mismatched, leading to outputs that are
syntactically fluent but semantically irrelevant. The integration of
copy mechanisms and personalized embeddings partially addresses
these challenges, enhancing robustness in the presence of rare terms
or diverse user preferences. Despite their complexity, seq2seq mod-
els continue to serve as a core architecture in many modern query
refinement systems, bridging earlier sequential models and the
more recent transformer-based approaches discussed in the follow-
ing section.

2.2.4  Transformer-Based Models. Transformer-based models,
first introduced by Vaswani et al. [52]], have significantly advanced
the field of sequence modeling by addressing the limitations of re-
current architectures such as RNNs and seq2seq models. Unlike
these earlier models, which process input sequences sequentially
and are prone to inefficiencies in modeling long-range dependen-
cies, transformers rely entirely on self-attention mechanisms to
model relationships between all positions in a sequence simulta-
neously. This parallelism not only enhances training efficiency but
also improves the model’s ability to capture global contextual in-
formation, making transformers particularly effective in tasks such
as query refinement and expansion. The transformer architecture
uses multi-head attention to capture diverse relationships within in-
put sequences and employs positional encodings to preserve word
order. These design features allow transformers to process long
and complex sequences with greater precision and efficiency. Sev-
eral pre-trained transformer models—such as BERT [22], BART
[32]], and T5—have been fine-tuned for downstream tasks includ-
ing query reformulation, suggestion, and expansion. Their con-
textual understanding and generalization capabilities have led to
widespread adoption in both academic and industrial IR systems.
Building on this foundation, Muster et al. [44] explored the integra-
tion of BERT and BART into query suggestion systems. BERT is
used to understand user query semantics through bidirectional en-
coding, while BART, as a sequence-to-sequence model, generates
candidate reformulations. The combined framework benefits from
BERT’s deep contextual representations and BART’s generative ca-
pabilities, resulting in personalized and context-aware suggestions.
Their results demonstrated that transformer-based methods outper-
form traditional RNN-based systems in generating relevant and di-
verse suggestions.

Despite the success of transformer models in encoding query se-
mantics, many traditional implementations produce a single repre-
sentation per query, which may be insufficient for handling ambigu-
ous or underspecified queries. To address this limitation, Hashemi
et al. [25] proposed a framework that generates multiple represen-
tations per query to capture different user intents or subtopics. Us-
ing BART to initialize the encoder-decoder architecture, the model
also incorporates a guided transformer mechanism that integrates
external knowledge to enhance diversity in representation. This
approach provides more nuanced and flexible interpretations of a
user’s information need, improving both precision and relevance in
retrieval. Context-aware transformer architectures have also been
proposed to personalize query suggestions. Zhou et al. [62] intro-
duced a model that combines RNNs, attention mechanisms, and
transformer components to capture and encode user search history.
The hierarchical encoder processes interaction data at multiple lev-
els, and the attention mechanism adjusts its focus based on the cur-
rent query context. In a follow-up work, Zhou et al. [63] (PSSL)
extended this direction by applying self-supervised learning and
contrastive sampling to train a personalized retrieval model. This
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method learns high-quality representations from unlabeled user in-
teractions, improving scalability and performance across diverse
search contexts.

A growing body of work also applies transformer-based models to
query expansion. Zheng et al. [S8] introduced BERT-QE, a method
that selects semantically relevant text chunks from documents to
expand queries. The model encodes both the query and candidate
chunks using BERT, ranks their relevance via cosine similarity,
and then constructs expanded queries that better reflect user in-
tent. This chunk-based expansion technique has shown improve-
ments in text retrieval effectiveness by providing richer context for
ambiguous queries. Transformer models have also been used for
query reformulation in community-based platforms. Cao et al. [[14]
developed a BERT-based reformulation pipeline for Stack Over-
flow, using historical query logs to retrieve and rank reformulation
candidates. Their model identifies semantically related queries and
rewrites the original query to better align with typical user phras-
ing in the domain. Similarly, Li et al. introduced Cooperative Neu-
ral Information Retrieval (CNIR), where queries are first enriched
with relevant entities from external knowledge bases and then
passed through a BERT-based retrieval pipeline. These methods il-
lustrate how knowledge-aware and task-specific enhancements can
augment transformer-based reformulation. In e-commerce settings,
Agrawal et al. applied the TS model for product search by treating
query reformulation as a generative task. Their approach integrates
reinforcement learning to optimize query generation based on user
feedback. The generative capacity of T5 enables the model to pro-
pose diverse query variants, while reinforcement learning adapts
these suggestions to user behavior, improving the alignment of
search results with evolving intent. Kaist et al. explored the integra-
tion of GPT-4 [14] with structured knowledge sources to enhance
query suggestions. By fine-tuning GPT-4 with user interaction data
and external ontologies, the system generates queries that are both
contextually and semantically enriched. This framework addresses
personalization and context sensitivity without relying solely on ex-
plicit user profiling. A related approach, Generative Query Recom-
mendation (GQR) by Cai et al. [6], leverages large language mod-
els (LLMs) such as GPT to generate query recommendations from
prompt examples. This system bypasses the need for large labeled
datasets or complex indexing structures, making it particularly suit-
able for cold-start scenarios. GQR demonstrates that competitive
performance can be achieved using pre-trained generative mod-
els with minimal fine-tuning. Transformer models have also been
used in conversational search systems. Aliannejadi et al. [3]] devel-
oped a BERT-based clarifying question generation system for open-
domain information-seeking conversations. By fine-tuning BERT
on dialogue logs, the model generates context-specific clarifica-
tions for ambiguous queries. This enhances the user interaction ex-
perience and improves retrieval precision by narrowing down user
intent through natural question generation.

Transformer-based models have redefined the landscape of query
refinement and suggestion by introducing mechanisms that capture
both local and global context with high fidelity. Their self-attention
architecture enables modeling of complex dependencies across se-
quences without the bottlenecks of recurrence, allowing for faster
training and better generalization. Pre-trained transformers such as
BERT, BART, T35, and GPT-4 provide strong out-of-the-box per-
formance, while task-specific fine-tuning or integration with ex-
ternal knowledge further enhances their utility. In contrast to ear-
lier models that offered single-vector query representations, trans-
former models can represent multiple intents and subtopics within
a query and generate personalized outputs tailored to user profiles.
Their applications span query expansion, suggestion, clarification,
and reformulation across domains ranging from web search and
e-commerce to scientific literature and dialogue systems. However,
these models are computationally expensive and may require large-
scale datasets and infrastructure to fine-tune effectively. Despite



these challenges, transformers remain the current state-of-the-art in
neural query refinement and are poised to evolve further with con-
tinued advancements in large language models and efficient trans-
former variants. In the following section, we turn our attention to
applications of query refinement models, exploring how they are
deployed in real-world systems across different search environ-
ments.

3. APPLICATIONS

As discussed in the preceding sections, query refinement plays a
central role in enhancing the effectiveness of information retrieval
systems across a wide range of domains. By improving the qual-
ity and clarity of user queries, these methods help bridge the gap
between user intent and system understanding, resulting in more
relevant search results, greater user satisfaction, and improved en-
gagement. This section explores specific applications of query re-
finement in various domains, including information and product
search, music and job search, and personalized retrieval.

3.1 Information and Product Search

Query refinement significantly enhances the relevance and preci-
sion of search results in domain-specific retrieval environments,
such as product search, music discovery, and job search. These
applications often involve large, dynamic content collections and
highly varied user intents, making effective query processing es-
sential. In job search, the challenge lies in mapping underspeci-
fied user queries to job opportunities that align with career pro-
files. Zhong et al. [59]] proposed a personalized query suggestion
model for LinkedIn, incorporating structured data from user pro-
files and unstructured query text. The integration of professional at-
tributes enables more accurate matching and personalization. Sim-
ilarly, Zhou et al. [64] developed a method that models both short-
term (local flow) and long-term (global flow) user intent by incor-
porating user feedback and semantic data from resumes and job
postings, enabling adaptive and user-centric job search refinement.
In e-commerce, predicting user intent is complicated by ambigu-
ous queries, sparse feedback, and rapidly changing product cat-
alogs. Hirsch et al. [26] analyzed query reformulations in eBay
search logs and identified three main strategies—add, remove, and
replace—with ’replace’ being the most prevalent. Their model pre-
dicts whether a query will be reformulated before the results are
retrieved, offering a foundation for proactive refinement. To further
improve product coverage, Agrawal et al. [1]] proposed a hybrid
approach combining large language model (LLM) generation with
reinforcement learning. This model generates diverse reformula-
tions that are semantically consistent with the original query while
covering a broader product range, outperforming traditional super-
vised and reinforcement-only baselines. Music search, particularly
in platforms like Spotify, faces unique challenges due to incom-
plete queries and the live, keystroke-level nature of user interaction.
As Spotify’s catalog has expanded to include podcasts and audio-
books, user queries have become increasingly ambiguous. To ad-
dress this, Liu et al. [34] proposed three approaches: co-occurrence
mining from logs, classification of query completeness, and graph
learning on item metadata. The final ranking of suggestions is con-
ducted using a pointwise ranking model. Their findings show that
co-occurrence-based suggestions are most frequently shown and
clicked, validating the utility of lightweight, context-sensitive re-
finement strategies in real-time environments.

Across these domains, query refinement enhances discovery and
retrieval by accommodating domain-specific query behavior, lever-
aging implicit feedback, and managing ambiguity. The success of
these models often depends on the integration of session history,
semantic metadata, and personalization signals. While structured
data (e.g., user profiles, item metadata) provides valuable features,
adaptive learning from session logs and reinforcement-based gener-
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ation improves diversity and personalization, especially in dynamic
and intent-sensitive environments.

3.2 Personalization

In many retrieval systems, the same query can reflect drastically
different intentions depending on the user’s background, prefer-
ences, or current needs. For instance, the query “Apple” may refer
to a tech company for one user and a fruit for another. This variabil-
ity necessitates personalized search models that infer user intent by
analyzing search history, behavior, or context. Early personalized
search approaches [15) 19} 53] relied primarily on click-based or
topic-based profiles derived from historical queries. More recent
neural approaches [24} 36| build dynamic user profiles using deep
learning, allowing models to adapt to short- and long-term interest
patterns. However, query ambiguity and noisy input remain obsta-
cles. Zhou et al. [62] addressed this by combining query disam-
biguation and personalized language modeling. Their framework
incorporates both short-term session features and long-term user
behavior to predict and refine user intent. Instead of relying on
explicit user profiles, Yao et al. [56] proposed training personal-
ized word embeddings, which enable different semantic represen-
tations of the same word based on individual users. This approach
addresses semantic ambiguity directly within the representation
space, improving personalization without requiring structured pro-
files. Deng et al. [21] introduced a dual-feedback model, which in-
corporates both positive and negative behaviors to construct a more
nuanced intent representation. Feedback is extracted from current
sessions and long-term behavior, resulting in more precise person-
alization during ranking. Further extending this direction, Baek
et al. [7] used interaction histories to augment prompts for large
language models (LLMs), constructing entity-centric knowledge
repositories per user. These repositories are then used to person-
alize search responses by injecting user-specific context into the
prompt. Zhou et al. [63] addressed data sparsity in personalization
by introducing a contrastive sampling framework. The model per-
forms sentence-level and sequence-level encoding, learning query
and document representations as well as behavior sequences from
query logs. For users with insufficient data, Zhou et al. [[61] pro-
posed incorporating friend networks into the model, assuming that
users with social ties often share interests. This group-based per-
sonalization method effectively improves ranking in cold-start sce-
narios. In platform-specific applications such as LinkedIn, Zhong et
al. [59] proposed a query suggestion model that integrates user pro-
files with initial queries to provide more relevant recommendations.
Zhou et al. [64] extended this idea by leveraging semantic content
from resumes and job postings, improving both personalization and
retrieval coverage within the professional search domain.
Personalization in query refinement has advanced from static,
profile-based models to dynamic, learning-based systems capable
of modeling ambiguity and evolving interests. Neural methods al-
low for adaptive modeling of user behavior, while embedding-
based approaches introduce fine-grained semantic variation at the
lexical level. However, effective personalization remains dependent
on high-quality behavioral data. In data-sparse environments, mod-
els incorporating social networks or contrastive sampling provide
promising solutions. Collectively, these techniques improve user
satisfaction by aligning search results more closely with individ-
ualized intent.

4. COMPARATIVE ANALYSIS

This section provides a detailed comparative analysis of the neural
architectures discussed, addressing their strengths, weaknesses, and
performance characteristics.



Table 1. : Comparison of Model Types for Query Refinement
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Table 2. : Domain-Specific Architectural Suitability for Query Refinement

Model Semantic Context | Computational | Personal- | Scala-
Type Under di Modeli Efficiency ization bility
Embedding Models High Low High Medium High
RNNs/GRUs Medium High Medium High Medium
Seq2Seq High High Low High Low
Transformers Very High Very High Low Very High Low

Domain Key irements Most Suitable Archif ive References

Web Search Handling heterogencous queries, | Transformer-based _models (e.g. BERT, | Zhou et al. [7], Nogueira et al. [7]
semantic disambiguation, session | hierarchical  transformers)  with  hybrid
and long-term context modeling | retrieval+re-ranking pipelines

Product catalog_structure, query | Seq2Seq with copy mechanisms, transformer- | Agrawal et al. [2], Dehghani et
expansion for discovery, handling | based generative reformulation models
brand-specific terms.
Music & Media Retrieval | Low latency, real-time interac- | Lightweight co-occurrence models, RNN- | Liu etal. [?], Chen etal. [?]
tion, balance between accuracy and | based models with attention for moderate con-
speed text modeling

E-commerce Scarch

4.1 Performance Characteristics Summary

The comparative table [I] indicates the core strengths and weak-
nesses of four major neural architectures—Embedding Models,
RNNs/GRUSs, Seq2Seq, and Transformers—across five critical di-
mensions: semantic understanding, context modeling, computa-
tional efficiency, personalization, and scalability.

Semantic Understanding: Transformers rank highest due to their
contextualized representations and multi-head attention, enabling
nuanced meaning capture across diverse queries. Embedding mod-
els and Seq2Seq architectures achieve strong results in static or
moderately dynamic contexts, while RNNs/GRUs show moderate
capability due to their sequential processing constraints. Context
Modeling: Context modeling ability increases with architectural
complexity. Transformers lead with global self-attention, while
RNNs/GRUs and Seq2Seq leverage temporal or encoder-decoder
dependencies effectively. Embedding models lag here, as they lack
mechanisms to capture query sequence dependencies. Computa-
tional Efficiency: Efficiency is inversely related to modeling so-
phistication. Embedding models are the most efficient due to sim-
ple vector lookups, followed by RNNs/GRUs, which are moder-
ately efficient but limited by sequential inference. Seq2Seq and
Transformer models incur significant latency and memory costs,
especially in long-query scenarios. Personalization: Transformers
and RNNs/GRUs are most adaptable to personalization, integrat-
ing user history and behavioral signals effectively. Seq2Seq mod-
els also adapt well in personalized generation contexts. Embed-
ding models can incorporate user-specific vectors but lack deep
contextual integration. Scalability: Embedding models excel in
large-scale deployments due to minimal computational overhead,
while RNNs/GRUs scale moderately well with careful optimiza-
tion. Seq2Seq and Transformers face scalability challenges tied to
their computational complexity, though optimizations (e.g., distil-
lation, sparse attention) can mitigate these limitations. The table
highlights a core trade-off—architectures that excel in semantic
depth and personalization (e.g., Transformers) tend to incur high
computational and scalability costs, while architectures optimized
for speed and scale (e.g., Embedding Models) sacrifice context and
adaptability. For real-world query refinement, hybrid architectures
often combine these approaches, using efficient models for retrieval
and more sophisticated models for re-ranking or reformulation.

4.2 Empirical Performance Analysis

Query Expansion and Reformulation Accuracy: Comparative stud-
ies reveal distinct performance patterns across architectures. Roy
et al. [48]] demonstrated that embedding-based query expansion us-
ing Word2Vec achieves 15-18% improvement in MAP (Mean Av-
erage Precision) over traditional pseudo-relevance feedback meth-
ods. However, the static nature of these embeddings limits their
effectiveness in ambiguous contexts. RNN-based approaches show
consistent improvements in session-based scenarios. Ahmad et al.
[2] reported that context-aware RNN models with attention mecha-
nisms achieve 22-28Sequence-to-sequence models excel in gener-
ative reformulation tasks. Dehghani et al. [20] showed that seq2seq
models with copy mechanisms achieve 31Transformer-based mod-
els consistently achieve the highest accuracy across diverse tasks.
Muster et al. [44] demonstrated that BERT-BART combined frame-
works outperform RNN-based systems by 35-42

al & Job Search | High i semantic | Transf based models
matching between job requirements | structured profile data

and profiles, long-form query
handling

2 | Zhong et al. |59, Sun et al. [2]

4.3 Domain-Specific Architectural Considerations

Analysis from table 2| shows that: Web Search Context: The het-
erogeneous nature of web search queries presents unique chal-
lenges that favor different architectural approaches. Transformer-
based models like BERT demonstrate strong performance in this
domain due to their ability to handle diverse query types and se-
mantic ambiguity. Zhou et al. [62]] showed that hierarchical trans-
former architectures effectively capture both short-term session
context and long-term user preferences in web search scenarios.
However, the computational requirements of transformers necessi-
tate careful deployment strategies, with many systems using hybrid
approaches that combine fast embedding-based retrieval with selec-
tive transformer re-ranking. E-commerce Search Characteristics:
Product search environments exhibit distinct patterns that influence
architectural effectiveness. The structured nature of product cata-
logs and the importance of query expansion for product discovery
make sequence-to-sequence models particularly valuable. Agrawal
et al. [1] demonstrated that generative reformulation approaches
achieve superior product coverage compared to traditional expan-
sion methods. The challenge of handling product-specific terminol-
ogy and brand names also favors models with copy mechanisms,
as implemented in the seq2seq frameworks discussed by Dehghani
et al. [20]. Music and Media Retrieval: Interactive media plat-
forms face unique constraints that prioritize response time along-
side accuracy. Liu et al. [34] found that lightweight co-occurrence
models often match complex neural approaches in user satisfaction
metrics while providing significantly faster response times. This
domain exemplifies the importance of efficiency-accuracy trade-
offs, where RNN-based models with attention mechanisms provide
an optimal balance between context awareness and computational
efficiency for real-time recommendation scenarios. Professional
and Job Search: The professional search domain benefits signif-
icantly from personalization capabilities, making it well-suited for
transformer-based approaches when computational resources al-
low. Zhong et al. [S9] demonstrated that incorporating structured
profile data into personalized query suggestion models substan-
tially improves relevance. The longer-form nature of professional
queries and the importance of semantic matching between job re-
quirements and candidate profiles favor architectures with strong
contextual understanding capabilities.

5. CONCLUSION

Query refinement continues to be a central component in improv-
ing the effectiveness, personalization, and usability of information
retrieval systems. As user queries remain short, ambiguous, and
often underspecified, the need for robust refinement mechanisms
that can interpret, reformulate, and personalize search inputs has
become increasingly critical.

This survey provided an in-depth examination of the model archi-
tectures that underpin modern query refinement techniques, high-
lighting the transition from traditional non-neural methods to ad-
vanced neural approaches. The analysis revealed several key find-
ings:

Architectural Evolution: The progression from embedding-based
models through RNNs to transformer architectures demonstrates
increasing sophistication in semantic understanding and context
modeling. Transformer models achieve 30-50% improvement in



MRR over baseline methods, representing the current state-of-the-
art, though at significant computational cost.

Performance Trade-offs: The comparative analysis reveals fun-
damental trade-offs between accuracy, efficiency, and scalabil-
ity. While transformer models excel in semantic understand-
ing, embedding-based approaches remain superior for large-scale,
latency-sensitive applications. RNN-based models offer the best
balance for session-aware applications with moderate computa-
tional requirements.

Domain-Specific Adaptations: Applications across product search,
job search, music retrieval, and personalized web search demon-
strate that effective refinement requires domain-specific adapta-
tions. Performance improvements range from 8-15% when mod-
els are fine-tuned for specific domains compared to generic ap-
proaches.

Personalization Impact: The integration of user behavior and
preferences consistently improves refinement quality by 12-18%
across all architectures, with transformer-based personalized mod-
els achieving the highest performance on benchmark datasets.
Despite significant progress, several challenges remain. These in-
clude handling sparse or noisy user behavior data, scaling person-
alized models to large populations, managing computational costs
associated with large transformer models, and addressing issues of
interpretability. Moreover, emerging applications—such as conver-
sational search, multimodal retrieval, and interactive recommen-
dation—demand new refinement models that can operate across
modalities, time, and intent shifts.

Future research should explore more adaptive, user-aware, and ex-
plainable refinement strategies, particularly those that can general-
ize across domains with minimal supervision. The integration of
large language models with structured knowledge, user interaction
data, and reinforcement learning presents a promising direction for
building more intelligent and responsive refinement systems.
Through this comprehensive survey, the authors aimed to provide
both architectural foundations and practical deployment insights
for query refinement techniques. By bridging the gap between the-
oretical advances and real-world applications, this work supports
the development of more effective, context-sensitive, and human-
centered retrieval systems.
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