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ABSTRACT 

Use of emotionally intelligent chatbots is increasing in mental 

health settings to provide support by recognizing and reacting 

to users’ emotions. This review has a closer look at 59 peer-

reviewed studies from 2017 to 2024, with a focus on systems 

like Woebot and Wysa. It maps out how affective computing, 

psychological frameworks like cognitive behavioral therapy 

(CBT), and human-computer interaction theories shape these 

systems. While there is early evidence of benefits like reduced 

anxiety and better emotional self-awareness, many issues 

remain unresolved. These include weak long-term evidence, 

cultural bias in emotion recognition, and potential over-

dependence on AI. We also highlight the risks of collecting and 

using emotional data without sufficient oversight. Based on 

this, we suggest future research should move toward 

multicultural, longer-term, and ethically grounded studies. The 

goal should be to create emotionally intelligent systems that 

support, not replace, genuine human connection, especially in 

vulnerable populations. 
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1. INTRODUCTION 
The development of empathic artificial intelligence (AI) is a 

welcome advancement in how machines interface with humans 

more emotionally. Emotionally astute chatbots, machines 

crafted to recognize, understand, and interact with 

corresponding emotions, are being researched as part of the 

curriculum for instructional psychology and coaching [1], [2] 

voice, text, and facial recognition help them identify emotions 

and respond with empathy. Their integration into mental health 

applications and chatbots is changing the landscape for support 

accessibility, particularly in situations where face-to-face 

therapy is not possible. 

These models encounter significant challenges when 

constructing responses demonstrating social and technological 

empathy. Many models use fixed emotion types along with pre-

recorded texts, thus failing to cope with more intricate or 

changing emotional expressions [2], [3]. Moreover, there are 

still issues regarding the quality of data, the “cultural” bias in 

emotive frameworks, and the sociological ethics of machines 

designed to demonstrate empathy [4]. Systems that supplement 

therapeutic practices coexist with those marketed as therapeutic 

companions or mental health aids. All of these, however, raise 

significant concerns about the emotional impact of such 

technologies regarding attachment and human connection. 

AI's wider uses in healthcare and education have shown how 

effectively and personally tailored these sectors can become 

[5]. AI's use includes but is not limited to diagnostic and 

rehabilitative processes and administrative tasks in medicine, 

while education benefits from adaptive teaching and 

monitoring. Still, as much care and sensitivity to emotion as the 

administration of mental health support requires, ethical 

governance, precise design requirements, and transdisciplinary 

approaches are heightened. 

This literature review explores research on emotionally 

intelligent chatbots, particularly their applications in mental 

health and their impact on human emotional development. It 

discusses the psychological advantages and ethical concerns 

emerging from these technologies and identifies gaps in the 

available literature regarding their societal and developmental 

consequences. By integrating findings across disciplines, this 

review seeks to guide the design of AI systems with empathy 

in mind, ensuring that they are ethically defensible and 

psychologically robust.  

1.1 Methodology 
This literature review takes an integrative and narrative 

approach to analyzing existing research from psychology, 

computer science, and AI ethics. Research literature was 

obtained using online databases such as PubMed, Scopus, IEEE 

Xplore, arXiv, and Google Scholar. Search strategies used were 

combinations of “emotionally intelligent chatbots,” “affective 

computing,” “artificial empathy,” “sentiment analysis,” 

“mental health AI,” and “attachment theory in AI.” Only peer-

reviewed articles, systematic reviews, and relevant preprints 

published between 2017 and 2024 were included, focusing on 

publications from 2020 onwards to capture developments in 

LLMs and emotion AI technologies, as most published post-

2020 focused on these technologies. Selectively, some grey 

literature, which included conference proceedings and ethics 

papers, was considered if it dealt with underrepresented 

populations and critical emerging risks. Over 70 sources were 

reviewed, but only 59 were considered recent, relevant, and 

sufficiently diverse in discipline. This review seeks to trace 

patterns and identify conceptual frameworks and gaps in 

research about emotionally intelligent chatbot design and their 

influence on mental health and socio-emotional development. 

2. THEORETICAL FOUNDATION. 

2.1 Understanding Empathic AI 
Empathic artificial intelligence (AI) is the computing capability 

of recognizing, understanding, and appropriately responding to 

human emotions in each context. It is one of the essential 

elements for achieving emotionally intelligent responses in 
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human-AI interactions. Artificial empathy (AE), a branch of 

affective computing, begins with the identification of 

emotional signs (e.g., facial expression, prosody, and textual 

emotion) and ends with relevant response formulation [6]. 

These tasks usually depend on advanced machine learning 

methods to handle multimedia data like convolutional neural 

networks used in facial recognition (VGGFace), emotion-

simulating autoencoders, and sentiment-sensitive language 

models [6] 

Even with technological advancements, achieving genuine 

empathy remains an overwhelming task. These systems still 

operate with predefined categories of emotions, which are often 

scripted and do not change with the flow of interaction [7], [3]. 

Moreover, the absence of well-defined benchmarks for 

empathy evaluation in AI makes it difficult to compare 

emotional efficacy across different models [6]. Still, other 

studies highlight that even basic empathetic actions, such as 

simulating concern or other emotions, improve user 

engagement and trust, especially in healthcare and therapeutic 

settings [7]. 

Newer studies have also included pain recognition in the 

physical and emotional sense within the scope of artificial 

empathy. Some AI has been created to execute plans and goals 

in a human-like empathic fashion [8]. Other systems focus on 

computational pain detection to allow for better sympathy in 

the medical field [7]. These changes highlight the increasing 

multi-disciplinary focus on artificial empathy's technological 

and psychological frameworks as more utilities are utilized in 

healthcare, elder care, and digital mental health services.  

2.2 Emotionally Intelligent Chatbots   
Right margins should be justified, not ragged. Emotionally 

intelligent chatbots make supportive and more engaging 

interactions possible. Emotional recognition features enable 

providing better assistance to users. These systems combine 

NLP, Machine Learning, and deep learning to identify affective 

features in user input and provide them with responses 

appropriate to the emotions expressed. For providing emotion-

specific responses, open-ended generative models make use of 

enhanced Sequence-to-Sequence (Seq2Seq) frameworks and 

transformer-based architectures like Dialogpt [9], [10]. For 

those seeking assistance with mental health issues, these 

chatbots have proven effective due to their ease of access, lack 

of judgment, and customized interactions. Some studies 

suggest that users with extraverted personality traits will likely 

experience positive mood changes and emotional self-

examination if interacting with an emotionally responsive 

system [10].  

 Despite the advances that have been made, there are still 

underlying issues that have not been successfully addressed. 

While users often report feeling a sense of empathy emanating 

from these systems, there is little empathy due to the emotional 

labels and learned verbal patterns. [10], [11]. The debate is 

centered on issues around data security and emotional 

exploitation, particularly about mental health services. Critics 

contend that without proper ethical guidelines, emotionally 

responsive chatbots might create unnecessary bonds or foster 

unwarranted reliance on a machine, particularly among the 

most vulnerable [11]. 

Despite the inherent challenges, the potential uses in therapy, 

customer service, and digital companionship highlight the 

incredible opportunity that emotionally intelligent chatbots 

present. Further study aims to enhance technology concerning 

the depth and authenticity of empathy expressed while focusing 

on user safety, ethical clarity, transparency, and psychological 

realism.   

2.3 Affective Computing and Analysis of 

Sentiment 
One defining characteristic of empathic AI is ‘sentiment 

analysis’, an AI's capability to recognize the emotions 

underlying a user's sentiment. As a subfield of NLP, it classifies 

emotions in text as positive, negative, or neutral using machine 

learning classifiers, such as Support Vector Machines, Naïve 

Bayes, or lexicon-based and even hybrid methods [12]. More 

sophisticated frameworks apply deep learning with neural 

networks, fuzzy logic, and ontological approaches to semantics 

and emotional intensity, enabling more precise and context-

aware interpretation of user sentiment [12]. 

Research in this area goes beyond analyzing text to include 

voice, facial, and physiological signals. For example, facial 

expression analysis has been incorporated into LLMS to 

improve empathy within stress monitoring systems [13]. Others 

have investigated the ethical implications of using deepfake 

technology to mask emotions within datasets to train AI for 

healthcare or to compose automated music for users based on 

their feelings [14]. Sentiment analysis and affective computing 

create the foundation technology of empathic AI. While these 

fields enable more personalized and emotionally intelligent 

interactions from machines by fine-tuning how human 

emotions are recognized and treated, they also pose additional 

challenges regarding authenticity, fairness, and the 

technology's psychosocial impact.  

2.4 Theoretical Frameworks in Empathic 

AI Research 
Several interdisciplinary theories have developed around 

research on emotionally responsive chatbots and empathic AI. 

These frameworks assist in developing systems that can 

interact with human emotions on a deeper level and serve as 

guiding or answering mechanisms for why people use such 

systems. 

Human-Computer Interaction (HCI) is an especially critical 

area of study, as it deals with interactive computing systems' 

design, operation, and usability issues. The base of HCI, which 

emerged in the 1960s, lies in the disciplines of computer 

science, cognitive psychology, and design, but has also grown 

to include considerations of system functionality, human 

actions, thoughts, and social context [15]. Other vital aspects of 

HCI include technology interface and user interaction through 

input and output devices, as computing aids are increasingly 

integrated into more environments and made part of the daily 

routine [16]. Applying HCI principles in designing systems 

sensitive to emotions aims to make such systems useful, 

socially appropriate, and responsive to emotional stimuli. 

Media Equation Theory sheds light on how people interact with 

computers as though they are social entities. Reeves and Nass 

first proposed this, and the theory states that even when 

individuals are conscious of the systems as non-human, they 

extend social scripts such as courtesy or cooperation to them 

[17]. The computers back this Are Social Actors (CASA) 

framework, highlighting the instinctive and automatic nature of 

these “social” reactions. However, the theory does have some 

drawbacks. For example, some studies indicate that people’s 

relationships with robots or AI agents are context-dependent; 

in some cases, such as obedience situations, people exhibit less 

compassion toward machines than humans [18]. Additionally, 

prior experience with computers seems to alter how these social 

actions are evoked [19]. 
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The human attachment theory, first devised to explain the 

emotional connections between babies and their parents, can 

now be used to analyze a person’s relationship with AI. 

Attachment styles, such as anxiety and security, have been 

shown to make specific predictions about the trust placed in AI 

systems [20]. Individuals experiencing loneliness or emotional 

distress may form strong emotional connections to chatbots, 

which can provide comfort but may also interfere with real-life 

relationships or increase dependence [21]. This extension of 

attachment theory to human-AI interaction builds on earlier 

psychological models of love and trust, incorporating insights 

from Bowlby’s foundational work and recent proposals to 

model attachment dynamics using Bayesian reasoning and 

cognitive control systems [22]. 

Cognitive Behavioral Therapy (CBT), a widely used 

psychological framework for managing depression and 

anxiety, has informed the design of therapeutic chatbots. 

Digital CBT systems aim to deliver cognitive restructuring, 

behavioral activation, and self-monitoring through AI-driven 

dialogue. Meta-analyses suggest that digital CBT can be as 

effective as traditional face-to-face therapy when properly 

implemented [23]. Recent innovations include mental health 

apps and chatbots that provide real-time CBT-based support, 

improving users’ psychological skills and emotional resilience 

[24], [25]. However, digital CBT also introduces ethical 

concerns, such as managing risk without a live therapist, 

ensuring equitable access, and maintaining user confidentiality 

[26]. Future research should aim to improve engagement and 

address the "implementation gap" between technological 

potential and real-world use. 

These frameworks provide essential lenses for understanding 

empathic AI's psychological, social, and design implications. 

They inform how such systems are constructed and how users 

interpret and emotionally relate to them, making them crucial 

to theoretical and applied research in this field. 

3. APPLICATIONS IN MENTAL 

HEALTH 
AI chatbots have garnered significant attention due to their 

potential as easy-to-use options for mental health care. Separate 

from traditional therapy, these chatbots provide cost-effective 

forms of treatment. AI chatbots and autonomous conversational 

agents powered by natural language processing promise to take 

over interventions such as mood logging, stress relief, and 

cognitive reframing. Research indicates that chatbots like 

Woebot, Wysa, and Youper significantly alleviate depression 

and anxiety, especially among users seeking anonymous, on-

demand support [27]. 

In addition to delivering CBT, chatbots provide remarkable 

advantages regarding accessibility, stigma, and 

personalization. Chatbots can mitigate emotional distress 

without the judgment, cost, or geographical barriers associated 

with traditional therapy. Some users even report that deeply 

personalized systems such as Replika alleviate feelings of 

isolation [28]. In other healthcare areas, emotionally responsive 

chatbots are employed for patient education, triage, adherence 

support, and symptom monitoring. These systems improve 

clinical communication, decrease the mental workload 

associated with healthcare tasks, and enhance participation in 

public health initiatives [29], [30]. Chatbots have been trialed 

for use in chronic disease management and clinical trial 

coordination, primarily through smartphone applications and 

text-based interfaces to maximize accessibility [31]. 

However, their implementation faces difficulties. Although 

utilization is high, emotionally aware systems generally do not 

embody human therapists' emotional nuance, responsibility, 

and clinical judgment. Important constraining factors are the 

failure to interpret sarcasm, slang, and culturally specific 

phrases, the lack of uniform and reliable expression of answers, 

and privacy issues about users' personal information [32], [33]. 

To resolve these problems, researchers highlight the need to 

combine the skills of mental health practitioners, technologists, 

and ethics specialists. Standards such as ISO/IEC 25010 can 

appraise chatbot effectiveness in usability, reliability, and 

emotional impact [34]. In addition, further training on validated 

psychological and medical datasets will improve their value 

and versatility [35].   As outlined above, providing access to 

mental health services through emotionally intelligent chatbots 

presents significant opportunities. However, these systems 

require profound validation, ethical scrutiny, and refinement to 

adapt to the multifaceted user demands before they can be 

clinically deployed.   

Table 1Comparative evaluation of key emotionally intelligent chatbot systems used in mental health applications. While these 

tools offer promising emotional support features, long-term efficacy, cultural sensitivity, and ethical robustness remain 

ongoing challenges 

Chatbot Core 

Technology 

Therapeutic 

Framework 

Target Users Reported Benefits Known Limitations 

Woebot NLP, rule-based, 

CBT modules 

Cognitive 

Behavioural Therapy 

(CBT) 

Young adults, 

general 

population 

Reduced anxiety and 

depression in short-

term use; 24/7 

availability 

Limited emotional depth; 

lacks cultural 

personalization; short 

evaluation periods 

Wysa AI + human-in-

the-loop; 

emotion tracking 

CBT, Dialectical 

Behavioural Therapy 

(DBT), mindfulness 

Stress and anxiety 

sufferers: some 

clinical support 

Scalable, 

customizable, 

supports emotional 

journaling and mood 

tracking 

Emotional responses are 

scripted; concerns over user 

data privacy 

Replika Transformer-

based, generative 

AI 

Human–AI 

companionship, 

affective mirroring 

Users seeking 

emotional support 

or conversation 

High user engagement 

and perceived 

empathy reduce 

loneliness 

Risk of overdependence; 

not clinically validated; 

anthropomorphism issues 
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4. IMPACTS ON HUMAN EMOTIONAL 

DEVELOPMENT 
The rapid development of emotionally intelligent chatbots has 

raised questions concerning their impact on the user’s 

emotional awareness, empathy, and social-emotional 

development. Some studies indicate that such systems may 

provide therapeutic assistance and actively foster emotional 

intelligence and affective skills in educational and clinical 

contexts. 

Empath.ai, empathy-based chatbots, have been shown to 

improve users' emotional understanding and self-regulation 

using conversational cognitive behavioral therapy [1]. 

Research shows that chatbot feedback's emotional and 

motivational impact tends to be on par, in some cases, with that 

of human feedback within digital learning environments, 

particularly for emotional self-regulation and goal attainment 

[36]. [37] It has also been noted that interaction with chatbots 

capable of responding emotionally alters the user's ability to 

identify and modulate emotionally empathic responses. 

Unlike adult users, emotionally intelligent AI is increasingly 

used to assist with social-emotional learning (SEL) in children 

and adolescents. AI technologies like virtual tutors, educational 

chatbots, and digital gaming platforms have been assimilated 

into SEL frameworks for personalized emotion training and 

simulated social interactions [38], [39]. These applications 

target critical emotional skills such as empathy, self-

management, and socio-interactive conflict resolution. For 

example, social-emotional AI has been designed based on early 

childhood empathic development, with soft conversational 

turns and scenario-based interactions designed to emulate 

empathic interactions [40]. An unusual study that placed 

preschoolers with robotic and real dogs contrasted the two 

responses they evoked. Both stimulated empathic learning in 

distinctly different ways: conversation-based with the robot 

and emotionally reactive with the live animal [41]. While these 

approaches are encouraging, they pose concerns regarding their 

cultural sensitivity and the possible lack of appropriate 

educator training to use AI tools in emotionally sensitive 

contexts. 

Other researchers have cautioned regarding the social and 

emotional consequences, even with these advantages. As 

interaction with artificial intelligence becomes more fluid and 

emotionally responsive, users will likely form strong emotional 

attachments to AI friends and chatbots. While these 

attachments can be comforting in the face of loneliness, they 

can also increase emotional dependence [42], [21]. The 

attachment theory research indicates that users with insecure 

attachment styles, usually characterized by high attachment 

anxiety, tend to over-trust or under-trust AI systems and 

emotionally exploit them, which may gradually undermine 

their emotional resilience [20]. 

Moreover, deepening emotionally responsive AI into therapy 

creates new ethical, ontological, and developmental questions. 

Some researchers contend that as AI systems evolve from being 

able to analyze to possessing some level of empathetic 

intelligence, human empathy is impossible to substitute [43], 

[44]. AI devices can process and respond to emotions through 

advanced sentiment analysis, facial recognition, and voice tone 

analysis [45]. However, such technologies lack genuine 

emotion, contextual understanding, and empathy, which are 

foundational to humanity. This restriction may jeopardize the 

authenticity of the provision of emotional support and heighten 

the possibility of emotional exploitation or manipulation. 

The existing body of literature presents what can be considered 

a balanced controversy. For instance, emotionally intelligent 

AI can aid in developing emotional literacy, awareness, and 

support. Simultaneously, emotionally intelligent AI poses 

psychological and ethical concerns in attachment, autonomy, 

and the authenticity of emotional experiences. Such AI requires 

interdisciplinary governance and design alongside humanity, 

focusing on system interactions and deep-seated human 

emotion and development aspects. 

5. ETHICAL AND SOCIETAL 

CONSIDERATIONS 
Engaging with emotionally intelligent chatbots in social 

services, education, and even healthcare may enhance 

performance results. Still, because of their design, automation, 

and potential future applications, such systems pose significant 

societal and ethical concerns. Privacy, bias, emotional 

manipulation, inequality, anthropomorphism, and similar 

factors make the compassionate AI debate more difficult. The 

use of emotionally responsive chatbots in sensitive areas like 

mental health care and education raises immediate ethical 

concerns. While these technologies could provide much-

needed relief and support, they also pose risks of privacy 

invasion, identity bias, and emotional exploitation. 

Acoustic tremors, minute facial expressions, and text sentiment 

entail the capture of private emotion data, analyzing AI 

emotions unprecedentedly. Unlike conventional health data, 

capturing emotion cues can disclose more than intended. This 

intelligence creates loopholes for exploitation [46].  Examples 

include the public outcry over Amazon’s emotion recognition 

patents, which were condemned for facilitating workplace 

emotional surveillance [47]; the sensitive therapy chatbot log 

disclosures the public was exposed to [48]. These examples 

highlight how emotional data often exists in an unregulated 

state, lacking the protective mechanisms found in biometric or 

medical data, as evidenced by the violence of the exposed logs.  

Table 2. Mitigation of ethical risks 

Risk Example Mitigation 

Covert 

Data 

Harvest
ing 

Apps extracting mood 

data without consent 

Adopt "emotional data 

minimization" (collect 

only essentials) 

Re-

identifi
cation 

Voice recordings linked 

to identities 

Federated learning 

(process data locally; no 

central storage) 

Third-

party 
Sharing 

Mental health apps are 

selling data to advertisers 

Ban commercial use of 

emotional data (EU AI 

Act, 2024) 

 

The policy gap is troubling. Data reflecting a person’s 

emotional state is not yet recognized by law as distinct, and 

therefore, emotional data is not treated differently from other 

biometric information. As a result, collecting emotional data 

from individuals is not explicitly protected under HIPAA. 

Emotion recognition algorithms and bias issues, specifically 

those related to facial emotion recognition (FER) systems, pose 

another concern. Such models are frequently subjected to the 

biases of their training data. In healthcare and education, where 

unwarranted discrimination due to overgeneralised prejudice 

poses a significant risk, such biases are problematic. Studies 

have shown commercial FER systems have a heightened 

propensity to misinterpret neutral facial expressions of Black 

males as “anger” 35% more [49]. In addition, Research 
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indicates that East Asian cultural norms emphasizing emotional 

restraint and low assertiveness can lead to misinterpretation and 

underperformance in Western contexts. [50], leading to 

therapeutic misdiagnosis and employment discrimination. 

Recent studies highlight glaring issues such as cultural biases 

and commercial ethics within automatic facial emotion 

recognition (FER) systems. In addition, FER technologies are 

based on contentious psychological frameworks that require 

facial expressions to be universal. These models overlook 

cultural differences and are challenged by variations in 

emotional expression and perception [51]. Research shows that 

East Asians and Westerners interpret facial expressions 

differently; for example, East Asians often perceive 'fear' as 

'surprise' [52]. Such cultural differences also apply to how 

specific facial regions are interpreted, which can affect the 

accuracy of facial expression recognition (FER) systems [53]. 

Additionally, dataset demographic biases introduce inequity 

into the underlying machine learning frameworks of the FER 

system. Most FER datasets contain statistical biases concerning 

the demographic groups represented within the dataset [54].  

These findings highlight the growing demand for more 

complete evaluation frameworks alongside diverse datasets and 

the consideration of culture when constructing and applying 

FER systems to reduce bias and address ethical concerns. As a 

solution, policymakers propose the participatory design of 

overlooked social groups, like the AI for Mental Health 

Initiative in India, accompanied by mandatory bias audits using 

IBM’s AI Fairness 360 methodology. 

Positive empathy exhibits a distinct form of well-being risk due 

to high susceptibility to manipulation and emotional treachery, 

particularly when chatbots simulate emotional understanding. 

Replika and similar systems pretend to offer companionship, 

which 41% of users reportedly accepted and believed the AI 

“loved” them [28]. This has the potential to exacerbate harmful 

overreliance.  In Japan, elderly citizens reported replacing 

human interactions with AI pet companions, which has led to a 

decrease in social interactions. [21]. These outcomes reflect 

concerns posed by [55] warning against exploitative artificial 

empathy bonds. Core protective measures include moderation 

policies (e.g., “This AI cannot feel emotions” and similar 

phrases, AI-generated) and usage caps recommending high-

risk users to human caregivers as primary responders. 

Implementing empathy in AI systems through 

anthropomorphism raises greater ethical concerns. Adding 

human characteristics could improve user experience and lead 

to affective disorientation. For instance, users explained to 

chatbots how their actions could cause emotional damage and 

apologised for “hurting their feelings” [11]. Engagement from 

Woebot’s cartoon face enhanced participation, but emotional 

dependence was also exacerbated [55], [56] suggests that these 

design decisions interface with the moral and emotional 

spectrum, overriding users' trust in systems they should not. 

Guidelines should prevent humanoid clinical design and 

establish protocols that establish consent processes that remind 

users of the AI’s cons, aside from being an entity. 

Applying empathic AI across different global contexts 

introduces equity gaps. Most tools for sentiment analysis do not 

go beyond English and Chinese [57]. Many low- and Middle-

Income Countries (LMICs) lack the infrastructure to access AI-

mediated teletherapy [58]. If left unaddressed, these gaps pose 

risks of advancing a bifurcated system that primarily benefits 

the Global North. More equitable approaches include AfroSent, 

an open-source project focused on Natural Language 

Processing (NLP), and grassroots initiatives like Sangath NGO 

in India.  

6. DISCUSSION AND FUTURE WORK 
While the field of chatbots with emotional recognition skills is 

evolving, drastic gaps remain regarding psychological and 

ethical frameworks. Addressing these cultural gaps is essential 

for developing and deploying empathic AI in a socially 

responsible and inclusive way. 

Absence of longitudinal and ecologically authentic 

investigations is a critical gap. Most available research focuses 

on interactions over brief periods within controlled laboratory 

settings. This provides limited insight into the psychosocial 

impacts that span longer durations. For example, 89% of 

studies around therapy chatbots such as Woebot and Wysa have 

user tracking data for less than eight weeks [27]. This short-

duration tracking fails to illuminate potential relapse or 

dependency risks during the periods of unmonitored time. 

Along similar lines, there is a notable lack of studies examining 

the impact of prolonged AI companionship, such as with 

Replika, on the development of empathy and social skills 

among adolescents over sustained periods [39]. In 

developmental psychology, addressing these gaps requires 

five-year cohort studies comparing users of AI-based therapy 

with those receiving traditional care, along with the use of 

ecological momentary assessment (EMA) to evaluate the 

emotional impact of AI interactions in real-world settings. 

Another unresolved issue is socio-cultural and linguistic 

exclusion. Emotion AI technologies are primarily shaped by 

WEIRD (Western, Educated, Industrialized, Rich, and 

Democratic) societies, making them less applicable—and 

potentially unjust—for more diverse global populations. For 

instance, dominant sentiment analysis models often 

misinterpret emotional restraint common in collectivist cultures 

as disengagement or low emotional involvement [39]. These 

gaps highlight the scarcity of open-source emotional lexicons 

for African dialects, such as AfroSent, and underscore the need 

for collaboration with researchers from the Global South to 

culturally center the design of AI systems, as exemplified by 

India’s Sangath Model. 

Moreover, understudied populations like neurodivergent 

individuals and elderly users are also rarely the focus of 

emotion AI research. No studies assess whether contemporary 

emotion recognition mechanisms consider accommodating 

autistic users’ atypical facial features and expressions, and 

dementia-friendly design is often absent from elder care trials, 

despite many seniors with dementia actively using AI 

companion tools [40]. Addressing this imbalance involves 

incorporating community-based participatory research (CBPR) 

strategies to engage these populations and the creation of more 

flexible user interfaces, such as text-only options designed for 

dyslexic users. 

Gaps focusing on specific populations are available; 

additionally, the legal frameworks governing emotion AI are 

still nascent and under-researched. There is currently no legal 

carve-out for emotional data that distinguishes it from ordinary 

biometrics, which poses potential risks regarding privacy and 

data exploitation [46]. Moreover, ISO/IEC 24027 and other 

existing standards do not account for cultural bias as 

discrimination in using affective computing technologies [34]. 

Emotion logs should be treated as sensitive health information 

protected by laws such as GDPR to rectify these gaps. In 

contrast, clinical emotion AI applications should undergo bias 

audits and approval pathways akin to FDA regulations. 

Finally, the practical application of emotionally intelligent AI 

systems integrates only as far as the core concepts of CBT and 

attachment theory, beyond which there is little to no 
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integration. Self-determination theory and social learning 

theory, other valid psychological theories, are largely ignored. 

For instance, chatbots rarely model prosocial behaviours like 

conflict de-escalation or provide autonomy-supportive 

contingent feedback to facilitate emotional growth [36]. Future 

innovations should apply psychodynamic frameworks, such as 

examining transference dynamics in AI-user bonds, and 

explore the integration of positive psychology principles 

through features like gratitude journaling bots. 

6.1 A Proposed Framework for Future 

Research 
Advancing emotionally intelligent chatbots requires an 

integrated approach that combines technological, 

psychological, and ethical perspectives. Future research should 

be structured around these key areas. First, AI empathy needs 

to be redefined past sentiment analysis to include multicultural 

contextual perspectives and dynamic emotional adaptation 

through hybrid models (e.g., techno-sociological blends where 

transformer-based NLP intersects with psycholinguistic 

theories). Second, comprehensive longitudinal studies (3-5 

years) on emotionally self-regulated, socially skilled users of 

AI across diverse cultures need to be conducted to understand 

the socio-emotional developmental implications of AI. Third, 

active participation of underrepresented design and audit 

communities, including neurodivergent users and non-WEIRD 

populations, must ally with algorithmic bias mitigation using 

model tests of AI fairness, such as IBM’s AI Fairness 360, 

anchored in systemic design principles. Fourth, real-world 

testing is required for ethical guardrails, including 

classification of emotional data protection under GDPR and 

“empathy caps” to contain AI over-reliance. Finally, 

interdisciplinary collaboration is essential—bringing together 

clinicians, ethicists, and engineers to create meaningful 

benchmarks for evaluating genuine AI empathy. These 

standards should go beyond traditional therapeutic rapport 

measures to help distinguish genuine empathy from mere 

simulation, ultimately supporting more authentic therapeutic 

interactions. Human-first design ensures AI integration serves 

to augment, not replace, human connections in support of 

fundamental relational intersections. 

 

Figure 1: Multilayered Framework for Empathic AI: From design to societal impact. (Source: Author's elaboration based on 

reviewed literature) 

7. CONCLUSION 
The emergence of emotionally intelligent chatbots marks a new 

epoch in human-technology interaction, particularly in mental 

health and emotional development. These systems demonstrate 

clear potential in delivering affordable, scalable, and 

emotionally attuned support by integrating affective 

computing, sentiment analysis, and psychological frameworks. 

However, simulated empathy remains fundamentally distinct 

from genuine emotional depth. Without robust ethical 

guidelines, inclusive design practices, and longitudinal 

validation, such technologies risk undermining personal 

autonomy, emotional regulation, and the authenticity of human 

relationships. 

Future research should prioritize several key directions, such as 

conducting long-term and ecologically valid studies to assess 

the sustained psychosocial impact of chatbot usage, developing 

ethical evaluation frameworks for AI empathy, especially in 

clinical and educational deployments, designing systems that 

are inclusive for neurodivergent users and elderly populations, 

ensuring accessibility and emotional safety and addressing 

cultural variation in emotional expression to reduce bias and 

improve the global relevance of emotion AI. 

As the field advances, emotionally intelligent AI must be 

directed with care, ensuring that human values are preserved 

and augmented, rather than replaced, in the pursuit of 

empathetic technological progress. 
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