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ABSTRACT 

A key part of securing IoT networks is detecting intrusions and 

stopping potential attacks before they cause harm. To achieve 

this, various security measures have been implemented, 

including firewalls, intrusion detection systems, antivirus 

software, and organizational security policies. This study 

adopts a systematic approach to detecting and preventing 

cyberattacks in IoT networks. It examines prior research, 

evaluates existing intrusion detection techniques, and applies 

these insights to develop a more effective and adaptable 

detection framework. This study examines intrusion detection 

techniques that incorporate machine learning and statistical 

methods. Building on a thorough analysis of existing intrusion 

detection systems, it introduces a novel model that enhances 

multiple cyberattack detection and prevention in IoT networks. 

The experimental results highlight the model's strong 

performance, achieving an impressive 98% accuracy. It also 

maintains a weighted average recall of 97%, precision of 96%, 

and an F1-score of 96% across various attack categories, 

demonstrating its reliability in detecting multiple cyberattacks. 
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1. INTRODUCTION 
The Internet of Things (IoT) has transformed device 

communication, driving advancements in industrial 

automation, smart cities, and healthcare [1]. However, the 

growing interconnectedness of IoT devices has also introduced 

new vulnerabilities, making these networks prime targets for 

cyber threats [2]. Ensuring the security of IoT systems is 

crucial, particularly in detecting and preventing cyberattacks 

that could compromise data availability, privacy, and integrity 

[3]. Preventing and detecting cyberattacks in IoT networks 

requires a combination of technologies and strategies, 

including firewalls, antivirus software, intrusion detection 

systems (IDS), and organizational security policies [4]. These 

tools play a crucial role in identifying malicious activity, 

blocking potential threats, and strengthening the resilience of 

IoT networks. However, the ever-evolving nature of IoT 

environments often challenges the effectiveness of these 

traditional security measures [5]. To address these challenges, 

advanced techniques leveraging statistical analysis and 

machine learning (ML) have been developed [4]. These 

methods offer scalable, adaptive, and efficient solutions for 

detecting and mitigating cyber threats in IoT networks [5]. This 

study systematically investigates ML and statistical approaches 

for intrusion detection in IoT environments, analyzing existing 

research and methodologies to identify the most effective 

strategies for enhancing network security. By integrating 

insights from prior research, this work aims to build a generic 

framework that addresses the unique security challenges posed 

by IoT environments. The outcomes of this research contribute 

to advancing IoT network security by offering innovative 

approaches to detecting and preventing cyberattacks. The 

integration of statistical and machine learning techniques 

highlights their potential to enhance the resilience of IoT 

networks while reducing vulnerabilities to emerging threats. 

2. CYBERATTACK DETECTION IN IoT 

NETWORKS 
With the growing number of connected devices, IoT networks 

are becoming increasingly vulnerable to cyber threats, making 

intrusion detection and prevention a critical area of research. 

As noted in [8], historical data can help distinguish legitimate 

users from malicious ones by analyzing behavior patterns. By 

identifying typical user activities, it becomes possible to detect 

significant deviations that may indicate potential security 

threats. However, as noted in [9], identifying a malicious user 

can be challenging, especially when the difference between 

normal and abnormal behavior is subtle, making certain 

violations difficult to detect. Research in [10] and [11] 

highlights two main approaches to intrusion detection: 

anomaly-based and misuse-based detection. Both methods 

have been instrumental in shaping the development of modern 

intrusion detection systems. 

2.1 Anomaly-based intrusion detection 
Anomalies, often referred to as outliers, exceptions, or 

irregularities, are data patterns that significantly deviate from a 

system’s expected behavior [6]. Anomaly detection aims to 

identify such deviations and flag them as potential security 

threats [7]. Detection methods range from simple threshold-

based techniques to sophisticated statistical models. These 

profiles can be predefined, adaptive, or self-learning, enabling 

more accurate identification of unusual activities and 

improving the effectiveness of intrusion detection systems. 

In the context of the Internet of Things (IoT), an anomaly refers 

to a measurable deviation from a system’s expected behavior, 

either on a local or global scale [12]. This definition 

underscores key aspects of IoT data, emphasizing that most 

collected data represent routine system activity [14]. 

Additionally, it recognizes that what is considered "normal" 

can evolve due to changing conditions over time. Figure 1 

illustrates how anomalies are classified within standard system 

operations. 



International Journal of Computer Applications (0975 – 8887)  

Volume 186 – No.77, March 2025 

18 

 

Figure 1 Classification of anomalies in system operations 

2.2 Classification of anomalies   
Point Anomaly: According to Fahrmann [7], a point anomaly 

refers to an individual data instance that significantly deviates 

from the rest, typically falling within a low-density value range. 

This means the data point stands out as an outlier when 

compared to the overall dataset. Contextual Anomaly: As 

described in [8], a contextual anomaly occurs when a data 

instance appears unusual within a specific context but may not 

be considered abnormal in a different setting. In other words, 

its anomaly status depends on the surrounding data, and with 

additional context, it might be perceived as normal. Finally, 

Collective anomaly refers to a group of data instances that, 

when analyzed together, exhibit abnormal behavior. While 

each instance may appear normal on its own, their combined 

occurrence creates an unusual pattern that deviates from 

expected system behavior [6]. 

2.3 Classification of anomalies detection    

2.3.1 Protocol Anomaly Detection 
Protocol anomalies refer to deviations from established 

protocol standards and expected Internet behaviors in terms of 

format and operation [16]. These anomalies can occur across 

network, transport, and application layers, making them a key 

focus of protocol anomaly detection techniques [17]. This 

approach works by identifying unusual patterns during 

processes such as IP de-fragmentation and TCP reassembly, 

where inconsistencies or ambiguous conditions may arise [18]. 

Ensuring that the Intrusion Detection System (IDS) aligns with 

protocol standards helps minimize exceptions that could 

otherwise lead to misinterpretations or security vulnerabilities 

[19]. For an Intrusion Detection System (IDS) to effectively 

monitor application protocol behavior, it must have the ability 

to perform deep application protocol parsing, also known as 

decoding [17]. This process allows the IDS to analyze protocol 

structures in detail, ensuring that any deviations or suspicious 

activities are accurately identified. When analyzing application 

protocol behavior, various anomalies may indicate protocol 

inconsistencies or potential cyber threats. These anomalies 

include: (i) Invalid column values or unusual parameter 

combinations, (ii) The execution of unauthorized commands, 

(iii) Extremely short or excessively long field lengths, which 

may signal an attempt to exploit buffer overflow 

vulnerabilities, (iv) An unusually high occurrence of specific 

fields or directives, suggesting possible malicious activity, and 

(v) The use of a protocol or application on an unexpected port 

or for an unintended purpose [18]. 

2.3.2 Statistical Anomaly Detection 
 Statistical anomaly detection involves continuously 

monitoring and analyzing patterns of legitimate user behavior 

over time. By establishing a baseline of normal activity, 

statistical methods can then be applied to compare newly 

observed behavior against this standard. If significant 

deviations are detected, the system flags them as potential 

anomalies with a high degree of confidence [19]. This approach 

helps identify unusual activities that may indicate security 

threats. Statistical anomaly detection methods include: 

a) Threshold detection: This method entails placing user-

independent thresholds for the frequency at which certain 

occurrences occur.  

b) Profile-based: Identify shifts in the behavior of individual 

accounts and a profile of each user's activities is designed. 

2.3.3 Application Payload Anomaly Detection  

To support application anomaly detection efficiently, it remains 

essential to perform a detailed analysis of application protocols 

to define precise behavioral constraints [19]. Additionally, a 

thorough understanding of the application's semantics is 

necessary to enhance the accuracy and reliability of anomaly 

detection [20]. To identify application-level anomalies 

effectively, it is essential to understand the permissible 

encoding types for a given field and determine what other 

ancient guidelines have been set. 

2.3.3 Application Payload Anomaly Detection  
Effective application anomaly detection requires an in-depth 

analysis of application protocols to establish precise behavioral 

constraints [19]. Additionally, gaining a comprehensive 

understanding of application semantics enhances the accuracy 

and reliability of detection mechanisms [20]. Identifying 

anomalies at the application level involves spotting permissible 

encoding types for specific fields and determining potential 

embedded applications. For instance, an anomaly may arise 

when shellcode unexpectedly appears in fields where it is not 

typically found [21]. A well-defined anomaly profile enables 

the detection of shellcode execution attacks without prior 

knowledge of the specific exploit code or confirmation of its 

presence in the system. 

2.4 Signature-Based Intrusion Detection   
Signature-Based Intrusion Detection Systems (SIDS), also 

known as the misuse detection approach, promotes a crucial 

component of an organization’s security framework. This 

method detects known cyber threats by matching network 

traffic or host activity against predefined attack signatures or 

patterns [22]. SIDS relies on established detection rule sets, but 

for optimal effectiveness, only rules relevant to the specific 

operational environment should be activated [23]. The 

following section explores various techniques used to detect 

misuse. 

i)  Expression matching  

The most basic type of misuse detection is expression 

matching, which looks for instances of patterns or signatures in 

an event stream (log entries, network traffic, etc.) [24]. 

Signatures are easy to create particularly when paired with 

protocol-aware field decomposition. 

ii) State transition analysis  

Attacks are modelled using state transition analysis as a 

network of states and transitions (matching events) [25]. 

Transitions may result from applying each observed event to 

instances of finite state machines, each represents an attack 

scenario. 

iii) Keystroke Monitoring:  

Keystrokes made by the user are used in this technique to 

identify when an attack has occurred. The approach uses 
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Pattern-matching for keystroke sequences suggesting an attack 

[26].  This method's drawbacks include the various ways to 

describe the same attack at the keystroke level and the general 

unavailability of user-typed keystrokes.  

iv)  Expert Systems:  

 According to [25] an expert system is a computer program that 

can represent and reason about a field with a wealth of 

information to provide guidance and solve difficulties.  Expert 

system detectors encode attack knowledge as if-then 

implication rules. The if part of a rule specifies the prerequisites 

for an attack. When every condition on the left side of a rule is 

met, the actions on the right side of the rule are carried out, 

which could lead to the existence of an intrusion or the firing 

of more rules [27]. The primary benefit of creating if-then 

implication rules is that control thinking is kept outside 

problem-solution development.  

 

 
Fig 2 Misuse detection system with pattern matching [9] 

3. DATA MINING APPROACHES FOR 

INTRUSION DETECTION  
As the volume of digital documents continues to grow across 

multiple languages worldwide, data mining has gained 

significant traction in the field of knowledge discovery [10]. 

According to [11], data mining is an automated process used to 

extract meaningful and valuable insights from vast data 

repositories, making it an essential tool for handling large-scale 

information. The rapid advancements in data mining have led 

to the development of numerous algorithms derived from 

statistics, pattern recognition, machine learning, and database 

management [12]. These innovations have expanded the 

capabilities of data analysis, enabling more efficient and 

accurate knowledge extraction. In the context of this study, the 

following data mining techniques are particularly relevant: 

3.1 Feature selection  
Feature Selection (FS) is a crucial step in enhancing intrusion 

detection for IoT networks. It focuses on identifying the most 

relevant features while eliminating redundant or unnecessary 

ones to improve classification accuracy [32], [33]. This process 

becomes even more important when dealing with high-

dimensional data, where using every available feature can be 

inefficient and may reduce model effectiveness due to limited 

data samples [34], [35]. The quality of FS directly impacts the 

performance of machine learning-based detection systems, 

ensuring that only the most meaningful attributes are used for 

accurately identifying cyber threats [36], [37]. In cybersecurity 

research, different feature selection (FS) techniques, including 

filter, wrapper, and embedded methods, are employed to 

optimize feature subsets and improve detection accuracy [38], 

[39]. Figures 3, 4, and 5 illustrate how key features were 

extracted from 14 attack files in the Edge-IIoT dataset using 

Chi-Square, Mutual Information, and Random Forest selection 

techniques. These methods help identify the most significant 

features, enhancing the efficiency of cyberattack detection. 

These statistical approaches help enhance cyberattack detection 

models by improving classification accuracy while decreasing 

computational complexity [40], [41], [42]. By examining each 

selected attribute, the system extracts meaningful insights, 

ranks features based on their importance and applies them 

strategically to boost detection accuracy and overall model 

performance. 

3.2 Machine learning 
Machine learning focuses on developing algorithms that 

improve automatically through experience. These algorithms 

are widely used in information filtering systems to identify user 

preferences and in data mining applications to uncover patterns 

within large datasets [34], [35]. The two primary machine 

learning techniques are clustering and classification, which are 

particularly effective in detecting hidden patterns without 

requiring prior knowledge of their structure [36]. Unlike 

traditional methods of cyberattack detection, machine learning 

approaches can dynamically adapt to complex data 

distributions, making them well-suited for cyber threat 

detection and anomaly identification in IoT networks [37], 

[38]. 

3.2.1 Clustering   
Clustering is a fundamental technique in data mining that 

combines data points into distinct groups based on their 

similarities and shared attributes [36], [37]. As an unsupervised 

learning method, it uncovers hidden structures in datasets 

without requiring predefined labels [38]. Various clustering 

approaches exist, each using diverse strategies to enhance data 

partitioning and pattern recognition [39], [40]. 

i) Hierarchical clustering 

Hierarchical clustering arranges datasets through a stepwise, 

iterative process rather than grouping all data points 

simultaneously [37], [38]. This method progressively merges 

or splits clusters based on similar measures, resulting in a 

structured hierarchy. Hierarchical clustering is further labelled 

into distinct approaches, including:   

a) Division clustering  

In divisive clustering, the dataset starts as a single cluster and 

is recursively split until each data point forms its cluster, 

following a top-down hierarchical structure.  

b) Agglomerative Clustering  

 Initially, it reflects each data point as an individual cluster and 

iteratively merges the closest clusters based on predefined 

criteria, following a bottom-up approach from leaf to root. 

ii) Partitional clustering 

Partitional clustering segments data points into k distinct 

groups based on specific significance criteria, ensuring optimal 

separation and similarity within each cluster [39] 

iii) K-Mean Clustering method:   

This algorithm groups data into clusters by reducing the 

distance between each point and the respective cluster centroid. 

It has three main variations: k-means for numerical data, k-

medoids for categorical datasets, and k-prototypes for mixed 

data types [40]. 

a)  K-mean: Applied to sets of numerical data. 

b)  K-media: Applied to categorical datasets  

c)  K-prototype: Applied to both numerical and 

categorical datasets.  

iv) Fuzzy C Mean Clustering:  

This clustering method not only evaluates the distance between 

data points and cluster canters but also incorporates 

membership values, allowing data points to belong to multiple 

clusters with varying degrees of association [40]. 

v) QT Clustering  

Quality Threshold (QT) clustering groups data points based on 

a predefined cluster approach. It ensures high-quality clusters 

by identifying large groups whose diameters do not exceed a 

user-specified threshold, maintaining consistency and 

reliability in cluster formation [41] 
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3.2.2 Classification  
A data item is classified into a few pre-established categories. 

Typically, these algorithms produce "classifiers" in the form of 

rules or decision trees [13]. This technique can be used in 

intrusion detection to collect enough "normal" and "abnormal" 

audit data for a user or program. A classification algorithm can 

then be used to learn a classifier that identifies whether the audit 

data belongs to the abnormal or normal class. [14]. 

In classification-based IDS, all traffic is classified by IDS as 

either malicious or normal [15]. However, reducing false 

positives, (classification of benign traffic as malicious) and 

false negatives (the classification of malicious traffic as 

normal) is the difficult part of the classification-based IDS 

[16].  In intrusion detection systems, classification methods 

include fuzzy logic, neural networks, genetic algorithms, and 

inductive rule generation.  

3.3 Statistical Techniques 
This method compares events statistically according to a 

predefined list of parameters [44]. Statistical methods are 

referred to as "top-down" learning and are used once the 

relationships between the data are established, using 

mathematics to help with the search.  

The three fundamental categories of statistical methods are 

decision trees, nonlinear, and linear [18]. Statistical models test 

the obtained system and network data for attack analysis. 

Operational, Average and Standard Deviation, Multivariate, 

Markovian, and Time Series models are the most used models.  

Different periods, such as the day of the week, the month, the 

year, or per-host or per-service basis, can be used to compute 

statistical trends. 

Denning (1987) [45] discussed some of the issues and solutions 

associated with statistical measurements to identify 

abnormalities. The operational model, mean and standard 

deviation model, multivariate model, Markov process model, 

and time series model are the five statistical measurements she 

described. The IDS's rules use these measures to identify 

intrusions.  

Operational model: An intrusion is indicated when the 

operational model surpasses a predetermined threshold. The 

security policy typically establishes the threshold. For instance, 

the security policy may stipulate that a password should be 

reported if three or more trials are unsuccessful. [46]. 

Mean and standard deviation model: This model indicates 

incursion if it deviates from the mean ± threshold stdev [47]. In 

this instance, the threshold is distinct from the last one in those 

four and is typically employed since, under a normal 

distribution, about 100% of the data should fall inside that 

range.  

The multi-variate model: In which activity correlation is 

employed. For instance, the CPU time and I/O that software 

uses. It's possible that only observing CPU usage is insufficient 

to identify an intrusion [48].  

Hidden Markov model: HMM is a modest kind of dynamic 

Bayesian network and is a statistical tool for modelling 

sequential observations. The Markov chain model: Where 

activities are viewed as events, and the likelihood that an event 

will occur is determined by its past [49]. For instance, if a 

programmer often uses a set of commands to modify, compile, 

link, and run an application, then the IDS can determine what 

commands are expected because the same set of commands is 

always expected. An intrusion is suspected if an unusual 

command occurs, and an IDS will raise an alarm. (visible) that 

depend probabilistically on a hidden sequence of occurrences 

(hidden states) [50]. The study by [51], describes a state-of-the-

art technique that uses Hidden Markov Models (HMM) to 

detect advanced online threats. According to the findings, these 

attacks involve several steps and may occur over an extended 

period. Certain acts may be interchangeable within each step. 

To conceal the intrusion, an intruder may purposefully choose 

a series of acts within a step.  

Other cases can entail inconsistent action sequences (due to 

background noise) or the offender's inexperience [52].  An 

intrusion detection system must be able to manage some of 

these uncertainties. HMMs are ideally suited to tackle the 

multi-step attack problem [53]. Authors [54], and [55] directly 

compare HMMs to two other traditional methods, decision 

trees and neural nets, and demonstrate that HMMs detect these 

intricate intrusions significantly better than neural networks 

and generally better than decision trees. 

From [45], the author notes that the Hidden Markov Model” 

assumes that the state variables are hidden and correspond to 

phenomena that are, perhaps, fundamentally unobservable,” 

and as such, should perform well in modelling user actions. He 

concluded HMM and the instance-based learner, trained using 

the same data, performed comparably. 

3.4 Profiles  
There are three categories for profiles: activity, template, and 

abnormality. The IDS represents the associated activity profile 

when an audit record is created [17]. Depending on the model 

and value, it may generate an anomaly profile and trigger an 

alarm. The activity profile is made using a profile template if it 

doesn’t exist. 

Creating profiles is the most challenging aspect of IDSs, 

though templates are retained [18]. A template comprises the 

previously listed fields in a data structure. The IDS will not 

identify activity profiles when a new user is created in the 

system and will instead generate the necessary ones using the 

appropriate template profiles upon the user's initial login [19]. 

Except for subjects, every field in the template is duplicated in 

the new activity profile. Each Single subject can use profiles. 

The frequently used data structures for profiles: Name, Subject, 

Object, Action pattern, Resource-usage-pattern, Exception-

pattern, Time, Variable type, Threshold, and Value. The 

profile's three main components are name, Subject, and Object. 

3.5 Proposed Structural Framework 

Design   
The Internet has significantly transformed modern life, offering 

vast opportunities alongside increasing cybersecurity threats 

[58]. Cyber intruders are generally classified into two 

categories: outsiders and insiders. Outsiders operate externally, 

targeting systems through email-based spam attacks or 

attempting to bypass firewalls to compromise internal networks 

[59]. In contrast, insiders are legal users who exploit their 

access privileges, impersonate higher-level users, or misuse 

confidential data to facilitate unlawful access from external 

sources. Addressing these threats requires robust security 

mechanisms for potential cyberattack detection.  

To enhance network security, this study introduces a structural 

design framework for intrusion detection and prevention in IoT 

networks. While detecting known attacks is essential, the 

identification of unknown threats is equally critical. Anomaly 

detection techniques play a vital role in uncovering these 

unknown attacks. Since each intrusion detection method offers 

distinct advantages in identifying cyber threats, the proposed 

framework leverages a statistical approach and machine 

learning as depicted in Fig. 6 to improve cyberattack detection 

and response effectiveness.
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Fig 3: Proposed structural framework design for cyberattack detection in IoT network

The suggested approach considers IoT network traffic 

capturing and IoT system audit logs. Algorithms for supervised 

learning can be used to determine if an activity is harmful or 

normal. Network packet data sets are classified to detect 

attacks. The use of supervised learning to develop network 

traffic rules is suggested in the paper. These rules help 

differentiate standard connections from abnormal ones. The 

study follows a two-step approach: first, a statistical method is 

used to identify the most relevant features, and then supervised 

learning is applied to identify attack patterns effectively. The 

optimal features are used to form rules for detecting various 

cyberattacks using Random Forests. This permits the overview 

of higher levels of generality and thus higher detection rates.  

An initial sample of randomly selected participants is used to 

begin the process. After that, the population changes over 

several generations as participants' attributes steadily improve, 

as seen by an increase in fitness value. The network is trained 

using the supervised approach to identify the unknown attacks 

as the last phase. Define a decent fitness function that offers 

incentives to the appropriate kind of participants.  To enhance 

the grouping outcomes, the study considers all pertinent 

criteria. Our fitness function can be found using:  

Fitness = Error rate + Entropy measure + Rule consistency 

A rule's classification is a consequent portion if it applies to a 

specific case. If they don't match, there's no classification. An 
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individual is formed from a set of rules, and the rule voting 

corresponds to the instance that determines the final labelling 

rule set prediction. The classifier assigns equal weight to each 

matched rule. The error rate represents the percentage of 

misclassified instances within the training dataset. 

Classification was performed on network data using anomaly 

detection based on supervised learning. The proposed model 

was evaluated using threshold-based metrics, including 

Accuracy, True Positive Rate (TPR), False Positive Rate 

(FPR), Precision, F1-Score, and Recall. 

4. FINDINGS  
The Edge-IIoT dataset initially comprised 14 distinct files, each 

corresponding to a specific attack type. To achieve research 

objectives, these files were combined into a single dataset. 

Feature selection was performed, which played a vital role in 

model performance improvement in terms of accuracy, 

reducing overfitting, and speeding up training by retaining only 

the most relevant features. 

 
 

Fig 4 Top 10 features selected using Random Forest 

(Author) 

 

 
Figure 5 Top 10 features selected using chi2 (Author) 

 

 
Fig 6 Top 10 features selected using Random Forest 

(Author) 

The proposed model was trained using a Random Forest and 13 

optimal features were selected using an integrated statistical 

feature selection approach. These key features included tcp. 

dstport, tcp. ack, attack_label, tcp. len, tcp. checksum, 

tcp.ack_raw, udp. Stream, tcp. Flags, ICMP. checksum, 

ICMP.seg _ len, tcp_ flags. ack, and tcp. Connection _syn.  

Figure 7 indicates the Classification report of the proposed 

model. 

 

 
Figure 7 The classification report of each attack type 

The results demonstrate that the model effectively detects 

various attack types. The Backdoor attack achieves near-

perfect performance with a precision of 1.00, recall of 0.97, and 

an F1-score of 0.98 across 4,952 samples, indicating minimal 

false negatives. ICMP, TCP SYN, and UDP Flood attacks are 

detected with perfect scores (precision, recall, and F1-score of 

1.00) over 582,767, 403,853, and 639,476 samples, 

respectively, highlighting the model’s robustness in identifying 

these threats. Additionally, despite a limited dataset of 241 

samples, the model maintains a perfect classification score, 

though the small sample size necessitates cautious 

interpretation. 

The overall performance metrics were evaluated using both 

macro average and weighted average. The macro average 

provides an unweighted meaning across all classes, ensuring 

equal treatment of each class. In contrast, the weighted average 

accounts for class imbalance by assigning greater weight to 

groups with more samples. Table 1 presents the comprehensive 

evaluation metrics for the proposed model.  
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Table 1 The proposed model performance 

Metric Value 

Accuracy 0.9705 

Macro Average Precision 0.92 

Macro Average Recall 0.87 

Macro Average F1-Score 0.89 

Weighted Average Precision 0.9681 

Weighted Average Recall 0.9705 

Weighted Average F1-Score 0.9691 

 

Table 1 demonstrates the model's strong overall performance, 

with an accuracy of 0.9705, indicating that approximately 

97.05% of predictions are correct. This highlights the model's 

high effectiveness in accurately classifying instances. 

Macro Averages: The model demonstrates strong performance 

across all classes, with an average precision of 0.92, meaning 

92% of predicted positive instances were correctly classified. 

The recall score of 0.87 indicates that, on average, 87% of 

actual positive instances were accurately identified. 

Additionally, the F1-score of 0.89, which balances precision 

and recall, reflects the model's effectiveness when treating each 

class equally. 

Weighted Averages: With precision (0.9681), recall (0.9705), 

and F1-score (0.9691), these metrics account for the support 

(number of instances) in each class, providing insight into the 

model's performance on larger classes. The high weighted 

scores, closely aligning with overall accuracy, indicate that the 

model excels in correctly classifying most instances. 

5. DISCUSSION OF THE RESULTS  
The evaluation of the cyberattack detection model, trained 

using the Random Forest algorithm with improved statistical 

feature selection, demonstrates robust overall performance 

while exhibiting varying effectiveness across different attack 

categories. 

For backdoor attacks the model demonstrates exceptional 

performance, achieving perfect precision (1.00) and high recall 

(0.97), leading to an F1-score of 0.98 across 4,952 instances. 

This indicates that nearly all backdoor attacks are correctly 

identified, with minimal false negatives and no false positives. 

For DDoS attacks, the model performs remarkably well in three 

out of four attack types. ICMP, TCP SYN, and UDP Flood 

attacks achieve perfect detection (precision, recall, and F1-

score all at 1.00) across a significantly large number of 

instances. However, HTTP Flood attacks show slightly lower 

performance, with a precision of 0.93, recall of 0.87, and an F1-

score of 0.90 over 46,159 samples, indicating a minor 

misclassification rate for this specific attack variant. 

For MITM attacks, despite the limited sample size (241 

instances), the model achieves flawless classification with 

perfect precision, recall, and F1 score. 

Similarly, OS Fingerprinting attacks are detected with high 

precision (0.98) and strong recall (0.91), leading to an F1 score 

of 0.94. While performance is strong, there remains minor 

room for enhancement. 

The model also demonstrates robust detection of Password 

attacks (precision 0.95, recall 0.99, F1-score 0.97) and Port 

Scanning attacks (precision 0.95, recall 1.00, F1-score 0.98), 

confirming its reliability in identifying these threats. 

For Ransomware attacks, the model achieves perfect precision 

(1.00) but has a lower recall (0.88), leading to an F1 score of 

0.94. This suggests that while false positives are nearly 

nonexistent, some actual ransomware instances are 

misclassified. 

The most challenging attack types appear to be SQL Injection 

and XSS attacks. SQL Injection attacks demonstrate high 

precision (0.96) but suffer from low recall (0.71), resulting in 

an F1-score of 0.81. Similarly, XSS attacks have a precision of 

0.96 but a recall of only 0.75, leading to an F1-score of 0.84. 

These lower recall values indicate that a significant number of 

these attacks go undetected, posing a potential security risk. 

Uploading attacks demonstrate strong performance, achieving 

a precision of 0.97, recall of 0.85, and an F1-score of 0.91. 

Meanwhile, Vulnerability Scanner attacks are detected with 

near-perfect accuracy, boasting a precision of 1.00, recall of 

0.97, and an F1-score of 0.98, indicating highly reliable 

detection.  

Our proposed model integrates statistical feature selection 

techniques with the Random Forest algorithm to enhance 

cyberattack detection in IoT networks. Optimal features are 

selected using Random Forest, Information Gain, and Chi-

Square methods, considering CPU time and program 

input/output. Moving forward, our research will focus on 

implementing ensemble learning and evaluating its 

effectiveness in detecting multiple cyberattacks while reducing 

false alarms, considering the resource limitations of IoT 

networks. 

6. CONCLUSION 
This study introduces a structured framework design to 

improve cyberattack detection in IoT networks through an 

integrated feature selection and machine learning approach. 

The proposed model leverages statistical techniques such as 

Random Forest, Information Gain, and Chi-Square to identify 

the most relevant features, thereby enhancing classification 

accuracy. Experimental results demonstrate strong overall 

performance with high precision, recall, and F1 scores across 

multiple attack categories. While the model exhibits near-

perfect detection for several attack types, challenges persist in 

identifying individual threats, such as SQL Injection and XSS 

attacks, where recall values remain comparatively lower. These 

findings stress the crucial role of feature engineering in 

improving detection accuracy while also underscoring the need 

for further refinement to enhance the detection of harder-to-

classify attacks. 

7. RECOMMENDATION  
The study findings indicate a potential for further enhancement 

to improve performance. Future research can explore this 

direction to refine and enhance the model. 

• Enhance Low-Recall Detection: Optimize recall for 

SQL Injection and XSS by refining feature selection, 

adjusting thresholds, or adding relevant features. 

• Expand Dataset: Increase data volume and diversity 

to improve generality across attack types. 

• Explore Advanced Models: Investigate deep learning 

techniques like CNNs and RNNs for better pattern 

recognition. 

• Real-World Deployment: Test the model in IoT 

environments to assess adaptability and 

effectiveness. 

• Hybrid Detection: Combine anomaly- and signature-

based methods for robust threat identification. 
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