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ABSTRACT
Congestion control protocols aim to optimize network capacity uti-
lization and maximize throughput by selecting appropriate trans-
mission rates for the sender. When approached as a Reinforcement
Learning (RL) problem, congestion control policies derived from
this framework exhibit superior performance compared to manu-
ally designed protocols. However, the practical implementation of
RL algorithms encounters a significant challenge due to the dy-
namic nature of network conditions, which hampers their ability
to generalize to new scenarios. This study presents a solution to
this issue by considering the vast range of network conditions as
an unknown task, treating it as a concealed variable that can be in-
ferred from observed network history. By acquiring the capability
to estimate this task as an underlying state and conditioning the
protocol to respond accordingly, the proposed approach achieves
continuous adaptation to evolving network conditions. The results
demonstrate that this method not only enhances the utilization of
network capacity in congestion control algorithms but also ensures
protocol consistency across diverse network characteristics.
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1. INTRODUCTION
In a communication link, each connection has a sender which
streams packets of traffic onto the link, and a receiver that sends
packets of acknowledgement (ACKs) to the source of traffic. The
sender responds to this feedback by adjusting its sending rate to
ensure effective utilization of the channel.
The adjustment of the transmission rate in a communication link is
determined by a congestion control protocol implemented at each
endpoint of the connection [3, 12]. This protocol utilizes network
parameters, such as bandwidth, inferred from the acknowledgment
history, to determine the next transmission sending rate. It can be
denoted as a function fψ:

fψ : xt:t−H → kt (1)

kt : The sending rate at time t
xt:t−H : Perceived ACKs history from time t

to the size of the history length t−H
H : Number of buffered ACKs

The objective of congestion control protocols is to select an op-
timal rate that meets the node’s throughput and latency require-
ments based on the specific application. An optimal transmission
rate should be sufficiently high to efficiently utilize the link capac-
ity, while ensuring that the traffic in transit does not exceed the
bandwidth-delay product of the link [11]. However, since the band-
width is not directly observed and requires estimation techniques
[21], achieving a balance between bandwidth utilization and con-
gestion avoidance is challenging for the congestion control proto-
col. The protocol aims to address this challenge through the design
of the control parameters ψ in Equation 1.
The protocol’s parameters ψ can be manually configured using
Additive Increase Multiplicative Decrease (AIMD) algorithms [5].
AIMD-based algorithms linearly increase the congestion window
and exponentially decrease it when congestion is detected. Ex-
amples of protocols that employ AIMD include Binary Increase
Congestion Control (BIC) [3] and Transmission Colntrol Protocol
based on cubic window growth function (TCP CUBIC) [12]. How-
ever, a drawback of these algorithms is that they decrease the send-
ing rate whenever a packet loss occurs, even though not all losses
are necessarily caused by congestion. Increasing the sending rate
can effectively mitigate losses unrelated to congestion.
The challenge of congestion control has been approached by re-
framing it as an RL problem [26], aiming to learn an optimal con-
gestion control policy that determines the appropriate action for
adjusting the sending rate. RL-based control policies have shown
superior performance compared to manually designed protocols
[17, 15, 28, 16]. In this context, the congestion control function fψ
in Equation 1 is redefined as a policy πθ(at|st), which maps the
current network history st = xt:t−H to the optimal control action
at (next sending rate).
Aurora [15] applies RL to internet congestion control and demon-
strates its ability to capture complex network patterns, surpassing
widely adopted and state-of-the-art protocols [12, 3, 7] at the time
of publication. However, Aurora does not address the challenge of
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generalizing to new network conditions. When the congestion con-
trol protocol operates in a network beyond its training domain, it
fails to achieve the same competitive performance.
Conventional on-policy and off-policy RL algorithms [27, 19, 23]
are incapable of generalizing to novel environments. Consequently,
an RL-based congestion control protocol may perform poorly in
unfamiliar network conditions, potentially even worse than a man-
ually designed protocol.
To tackle this issue, the proposed approach focuses on learning a
control policy that can adapt to variations in network conditions
over time. This approach extends the capabilities of Aurora, an
RL-based control protocol, by leveraging meta-learning, where al-
gorithms adapt their behavior based on past experiences to match
the current task [10, 22, 13]. Specifically, the approach initially fo-
cuses on variations in link bandwidth to simplify the handling of
network dynamics. However, since the solution effectively adapts
to network changes, it should deliver desirable performance when
all key link parameters (bandwidth, latency, random packet loss and
queue size) [29] vary significantly. This adaptability arises from
treating these parameters as hidden latent variables inferred from
experience. Incorporating additional variables merely increases the
number of network dimensions the algorithm needs to learn, neces-
sitating more interaction with the environment.
The objective of the approach is to create a congestion control al-
gorithm that can continuously adapt to non-trivial changes in net-
works and minimize congestion while ensuring efficient bandwidth
utilization, across networks with different characteristics.
The remaining sections of the document are structured as follows:
In Chapter 2, the proposed method is examined. Chapter 3 show-
cases the results and discussion of the experiments conducted,
while Chapter 4 comprises the conclusion.

2. META RL-BASED ADAPTIVE
CONGESTION CONTROL
Meta RL has had successful application in robotics for continuous
task adaptation and generalisation across unseen agents in multi-
agent RL [1]. These settings show the potential of application of
meta RL to congestion control which shares a similar problem in
terms of task adaptation and generalisation to novel environment
characteristics.

2.1 Congestion control as Reinforcement Learning
A Markov Decision Process (MDP), characterized by the property
that the subsequent state st+1 is solely determined by the current
state st and action at, can be expressed as

M = (S,A, R, P, p0, γ, T ) (2)

where S is the state space while A represents the action space. R
represents the reward function R : S × A → R, P is the en-
vironment transition dynamics function P : S × A × S → R+

suttonbachbarto2018.p0 defines the initial state distribution, γ the
cumulative reward discount factor and T the horizon of the envi-
ronment episode. The objective of RL methods is to find a pol-
icy that maximizes the expected cumulative reward over trajec-
tories τ = (s0,a0, . . . , sT ,aT ) induced by the policy R(τ) =∑T
t=0 γ

tr(st,at).
To apply the MDP framework to congestion control, this work
adopts an approach inspired by Aurora:

—A: The action space A represents changes to the transmission
rate kt. Time is divided into monitor intervals (MI) dong2015,

Fig. 1: Tasks as partially observable MDPs.

where kt remains fixed within each MI. The sending rate is up-
dated by the Aurora algorithm as follows:

kt+1 =

{
xt × (1 + αat+1),at+1 > 0

xt/(1− αat+1), at+1 < 0
(3)

at : proposed next agent action
α : dampening factor controlling oscillations

—S: The state space S consists of a history of network statistics
derived from packet acknowledgements. These statistics include:
(i) the derivative of latency with respect to time, (ii) the ratio of
sent to acknowledged packets, and (iii) the ratio of the mean
latency of the current MI to the minimum recorded MI mean la-
tency.
The history length is a hyper-parameter. Longer histories are ex-
pected to improve performance.

—r(st,at): The reward function is designed to maximize through-
put while minimizing latency and packet loss, expressed as
throughput− latency − loss.

2.2 Meta-RL of Congestion Control with Latent
Dynamics Models

The fundamental concept is that the process of inferring the state of
a network and predicting significant variations in the network based
on observations and rewards is essentially the same as the task
of estimating hidden variables from accumulated experience. This
concept is demonstrated in Figure 1, where latent variables zt in a
partially observable environment can provide insights into the true
state by examining the history of observations (x0,xt+1, . . . ,xT ).
The task, which is obtained from the distribution of the environ-
ment T ∼ p(T ), is considered as a component of zt. Therefore,
the latent variable encompasses both the hidden state st and the
task. The proposed method aims to learn valuable representations
of the network statistics described in Section 2.1 and encode them
in a latent variable zt.
The latent variable model [8] makes inferences on the belief over
the latent zt and adjusts the posterior of this belief at each time step
based on the incomplete observation from the current time step.
By incorporating rewards into the input of the latent model, the
hidden state zt can encompass task-related information, thereby
facilitating meta-learning.
The maximum log-likelihood of the input data, consisting of obser-
vations and rewards, is achieved by learning the latent state model
over the inferred variables zt
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max
ϕ

E
T ∼p(T )

 E
at∼πθ(·|gt)
xt∼pT (·|st)

st+1∼pT (·|st,at)
rt∼rT (·|st,at)

[log pϕ (x1:T , r1:T |a1:T−1)]

 (4)

Given an observation xt and reward rt from the current timestep,
the agent uses the posterior from the previous time step zt−1 to
update its posterior belief. Posterior inference shows the belief gt
over the current time-step hidden variable zt, i.e.

gt ∼ p(zt|x1:t, r1:t,at−1) (5)

Conditioning the congestion policy on the inferred belief i.e.
πθ(at|gt), gives it the ability to adapt its behaviour in varying
network conditions and uses. The policy adaptation objective in-
corporates posterior inference on the latent state model, giving the
following meta-learning objective:

max
θ

E
T ∼p(T )

 E
at∼πθ(·|gt)
xt∼pT (·|st)

st+1∼pT (·|st,at)
rt∼rT (·|st,at)

[
T∑
t=1

γtrt

] (6)

where gt = p(zt|x1:t, r1:t,at−1)

2.2.1 Variational Inference of the Latent State. Variational in-
ference [2] converts the inference problem into an optimization
problem with the aim of maximizing the evidence lower bound
(ELBO) [6] on the log-likelihood of the meta-RL objective. The
optimization of the ELBO, as presented in [31], is applied to the
log-likelihood objective described in Equation 4, maximizing the
ELBO objective in the following manner:

Ez1:T∼qϕ [log p(x1:T , r1:T |a1:T−1] ≥ Lmodel (7)

where Lmodel is the training loss of the latent state model and is
defined as:

Lmodel(x1:T , r1:T ,a1:T−1)

=Ez1:T∼qϕ

T∑
t=1

pϕ(xt|zt) + log pϕ(rt|zt) (8)

−DKL(qϕ(z1|x1, r1)||p(z1)

−
T∑
t=1

DKL (qϕ(zt+1|xt+1, rt+1, zt,at)||pϕ(zt+1|zt,at))

The terms pϕ(xt|zt) and pϕ(rt|zt) serve to incentivize the
model to extract valuable information from the inputs (xt, rt),
which is condensed in the latent variable. The inference function
qϕ(zt|at−1, rt) and the latent dynamics function pϕ(zt+1|zt,at)
are both fully connected neural networks. The model employs sep-
arate encoders for the reward p(r̃t|rt) and for the observation
p(x̃t|xt), as well as decoders pϕ(xt|zt) and pϕ(rt|zt) for obser-
vations and rewards, respectively. The policy is learned using Soft
Actor Critic (SAC) haarnoja2018sac, which is advantageous for its
off-policy nature, resulting in improved sample efficiency.
The learning procedure cycles between using the current policy
to collect trajectories, using the objective in Equation (6) to train

Algorithm 1 RL congestion control with latent representations

Require: A distribution of network training tasks p(T )
1: Initialize the model qϕ, critic Qφ and policy πθ
2: Initialize the memory buffers Bi for each task
3: repeat
4: for each task Ti ∈ p(T ) do ▷ Collect data
5: Infer first posterior g1 = qϕ(z1|x1, r1)
6: Take action a1 ∼ πθ(a1|g1)
7: for each step t = 2 to max steps T − 1 do
8: vt ← rt,at−1,xt
9: Infer the posterior gt ∼ qϕ(z|zt−1,vt)

10: Sample the action at ∼ πθ(a|gt)
11: end for
12: Add transitions {x1:T , r1:T , a1:T−1} to the current

task’s buffer Bi
13: end for
14:
15: for each training step to max steps do
16: for each task Ti ∈ p(T ) do ▷ Train the model
17: Sample trajectories {x1:T , r1:T ,a1:T−1} ∼ Bi

from task buffer
18: v1:T ← (r1:T ,a1:T−1,x1:T )
19: Infer posteriors g1:T = qϕ(z|z1:T−1,v1:T )
20: Reconstruct observations x̃1:T and rewards r̃1:T
21: Minimize the reconstruction error
22: Li = Lmodel(((x̃1:T , r̃1:T ), (x1:T , r1:T )))
23: end for
24: Update the model
25: ϕ← ϕ− α∇ϕ

∑
i Li

26: end for
27: for each policy training step t to max steps do
28: for each task Ti ∈ p(T ) do ▷ Train the actor-critic
29: Train the actor πθ(at|gt)) and critic Qψ(at,gt)
30: conditioned on the latent representation g1:T ∼ qϕ
31: end for
32: Update the actor
33: Update the critic
34: end for
35: until performance is desirable

Algorithm 2 Meta-testing congestion control

Require: Test network task T ∼ p(T )
Infer first posterior g1 = qϕ(z1|x1, r1)
Take action a1 ∼ πθ(a1|g1)
for each step t = 2 to max steps T − 1 do

vt ← rt,at−1,xt
Infer the posterior gt ∼ qϕ(z|zt−1,vt)
Sample the action at ∼ πθ(a|gt), get xt+1, reward rt+1

end for

the latent state model and updating the policy as outlined in Algo-
rithm 1.

2.3 Running environment
The congestion control protocol was trained using Aurora’s envi-
ronment [15], which emulates a solitary traffic source with vary-
ing network parameters. To evaluate the trained protocols, distinct
environments with tasks different from the training ones were em-
ployed.
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3. RESULTS AND DISCUSSION
The study aimed to explore the adaptability of congestion control
protocols to substantial network changes through the use of meta-
learning latent representations of the network. The experimental
analysis sought to compare the performance of a meta RL agent
with that of a standard RL agent. Specifically, the study examined
how the actions taken by each agent impacted the utilization of
network capacity and the ability to control congestion in network
patterns that were not encountered during the training phase.

3.1 Environment setup
The network environment simulated by [15] was expanded to facil-
itate the training and evaluation of both the meta-learned agent and
Aurora’s agent. This environment is initialized with a designated
task, where a task refers to a collection of pairs consisting of mini-
mum and maximum values for various network parameters such as
bandwidth, latency, queue size, and random loss rate. At each time
step, the current value of a network parameter is randomly chosen
from within the specified minimum and maximum values for that
parameter.
For the experiments conducted, the variations in tasks were lim-
ited to the bandwidth alone. This was done to simplify the environ-
ment and accelerate the learning process of the congestion control
agents. Consequently, the remaining network parameters were kept
constant within a predetermined range of minimum and maximum
values, while the bandwidth minimum and maximum range dif-
fered for each task. After the completion of each training episode,
a new task was chosen for the subsequent episode.
In the course of this evaluation, the algorithm under investigation
in this study is referred to as MLLD (Meta-learning Latent Dy-
namics), and PPO (Proximal Policy Gradients) as the algorithm
employed by Aurora, against which the comparison of congestion
control agents is conducted. The term ”agent” is used interchange-
ably with congestion control protocol.

3.2 Evaluating the protocol in unseen network
conditions

The evaluation process involved testing the trained congestion con-
trol policy in a network environment with random bandwidth vari-
ations that fall within the same distribution as those encountered
during the training phase. The evaluation episodes were limited to
a length of 150, and a total of 20 evaluation tasks were performed.
For each task, the agent underwent evaluation in four episodes.
Each task consisted of a random pair of minimum and maximum
bandwidth values. These minimum/maximum bandwidths thresh-
olds were set to deviate within a 50% range from a central band-
width value (cbw) cbw : cbw±cbw× rand(0, 0.5). The center band-
width is selected from a set of n equally spaced bandwidth val-
ues ranging from 1 to 1000 Mbps, spaced out by pre-set ranges of
1000/n. Thus, the bandwidth task is a set bwset comprising n pairs
of minimum-maximum bandwidth thresholds.

bwset = {(minbw0
, maxbw0

), . . . , (minbwn , maxbwn)}

At the conclusion of each evaluation episode, the network environ-
ment was reset, and a new random pair of bandwidth thresholds
was generated based on the current task. The findings of the evalu-
ation report the averaged values of selected network features across
the time steps of each evaluation task.

3.2.1 Throughput. In Aurora environment used, throughput is di-
rectly proportional to the quantity of bytes acknowledged and in-

versely proportional to the size of the network receive-window. If
more data is transmitted per unit monitor-interval-time in the net-
work, the resulting throughput will be higher.

throughput = (bytes ack− packet size)/receive duration (9)

Improved utilisation of the link capacity with increase in band-
width results in higher throughput. MLLD has a throughput that
steadily increases over the course of evaluation, while PPO exhibits
an initial high throughput that quickly decreases as it encounters
new network variations as illustrated in Figure 2. This behaviour
demonstrates MLLD ’s agent’s ability to identify it’s current net-
work pattern, act to maximize throughput, and get better with more
environment interaction.
The sharp decline in the PPO agent can be attributed to its in-
ability to derive meaningful network representations from states
that differ from those encountered during training. Acting outside
the training distribution, PPO tends to take actions that disregard
the training objective, negatively impacting the protocol’s through-
put. Past the first 40 evaluation episodes in Figure 2b, it attained a
constant throughput, indicating that the agent takes similar actions
when optimising for network throughput regardless of the current
bandwidth.

(a) MLLD

(b) PPO

Fig. 2: Comparison of task-averaged evaluation throughput of MLLD and
PPO on the same network tasks
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3.2.2 Loss rate. The loss rate of the PPO agent is an order of
magnitude lower than MLLD ’s as illustrated in Figure 4. This loss-
rate difference can be attributed to the lower utilization of the link
by PPO when the bandwidth is varied, as opposed to the MLLD
which has higher link utilisation, that increases with increase in the
link bandwidth. A constant loss rate percentage at a given band-
width, will theoretically result in a rise in the amount of packets
lost as the bandwidth gets higher. This interpretation fits the loss-
rate curve of MLLD . As further illustrated in Figure 5 MLLD has
a higher sending ratio (1.5 − 3.5) compared to PPO’s (1.0 − 1.1).
PPO’s sending ratio also declines as evaluation progresses — the
inverse of the sending ratio behaviour with the protocol trained
on MLLD . Thus, though MLLD has a higher loss rate than PPO,
the ratio of packets sent to those transmitted successfully is much
higher than that of PPO.

(a) MLLD

(b) PPO

Fig. 3: Comparison of task-averaged evaluation latency on the same net-
work tasks

3.2.3 Latency. The MELD agent demonstrated a lower latency
threshold (0.4955 − 0.4990) which remained almost constant in
previously unseen environments compared to the PPO agent whose
latency ranged between (0.5900− 0.6450) . This is shown in Fig-
ure 3. The lower variance in latency shows MLLD is able to make

more informed decisions on which actions in the current network
satisfy a low latency property while still utilizing the link effi-
ciently.

(a) MLLD

(b) PPO

Fig. 4: Comparison of task-averaged evaluation loss rate on the same net-
work tasks
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(a) MLLD

(b) PPO

Fig. 5: Comparison evaluation sending ratio across task-averaged episodes

4. CONCLUSION
This work has presented a novel approach for learning congestion
control protocols that can continuously adapt to changing network
conditions by extracting valuable latent features related to the net-
work state. The variations in the network are modeled as partially
observable task distributions, which are learned by an adaptation
function based on the latent features. By treating significant net-
work variations as hidden variables, latent variable models can be
employed to extract meaningful network representations from the
observed network history and estimate the unknown variables effi-
ciently. By conditioning the meta-learner on these variables and en-
abling it to explore different network characteristics, the learner be-
comes capable of adapting to new network patterns and ultimately
generalizing to unseen dynamic network conditions. The approach
can be applied in real-world networks to create adaptive congestion
control protocols that optimally utilize the network capacity while
generalizing to network variations.
For future work, attention mechanisms can be used to aid with
credit assignment to improve the learning ability of a long sequence
of optimal sending rates. Reward-shaping methods could also be
used to investigate how the optimizing of a certain network feature
may affect other feature. Contrastive learning methods could be ap-
plied together with auto-encoders to improve the learning of bet-

ter network representations based on the network dynamics. These
methods would allow capturing of more task-relevant features.
Reward shaping and credit assignment: Since a congestion con-
trol protocol relies on long-term credit assignment, it’s difficult to
learn a long sequence of optimal sending rates. Attention mecha-
nisms [14] can be used to aid with credit assignment over the long
network horizons.
Single objective reward functions could be explored to examine
how the optimizing for a certain network feature like throughput
affects the rest of the features. Reward shaping methods [4] would
prove useful in this area.
Learning better network representations: Selection of network
state features used for conditioning the policy is done on the basis
of domain knowledge. This may include inductive biases. A solu-
tion would be looking into how to incorporate the relevant infor-
mation from all the state features efficiently to learn a good repre-
sentation [24] for the network dynamics. Methods on constrastive
learning [25, 9] could help learn more useful representations. Loss
auto-encoders could further be used to capture more task-relevant
features for invariant representation learning [30].
Generalizing to non-stationary network environments:
With network dynamics changing over time, the congestion control
policy should be robust to the non-stationality of the environment.
In this work, we explored the changing environment representa-
tions as latent variables. An alternative approach would be assump-
tion of uncertainty in the transitions and learn robust agents that
consider worst-case environment situations [18]. The use of ran-
domization and state augmentation during training [20] can also be
tried as an approach to generalizing the policies in real networks.
The present study has examined the capacity of the congestion con-
trol protocol to adapt to significant variations in bandwidth. An area
for further investigation would involve assessing the agent’s capa-
bility to fulfill evolving network demands that encompass multi-
ple objectives for the congestion control protocol, such as diverse
combinations of user requirements for network bandwidth, latency,
sending rate, or buffer queue size. Conducting tests on the protocol
within an actual network environment would represent a progres-
sion towards its practical implementation.
The approach explored changing environment representations as
latent variables. An alternative method would be assumption of un-
certainty in the transitions and learning of robust agents that con-
sider worst-case environment situations. Reward shaping and credit
asignment method can also be examined. For instance, single ob-
jective reward functions could be explored to examine how the op-
timizing for a certain network feature like throughput affects the
rest of the features.
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