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ABSTRACT  
In modern computing systems, efficient file management is 

crucial for enhancing productivity and enabling seamless access 

to information. For example, the increasing volume of 

downloaded files, snapshots and screenshots poses a significant 

challenge for efficient file management. This paper presents an 

automated file classification and organization system that 

leverages machine learning techniques to automate the process 

of file classification. The system dynamically monitors things 

such as download folders, detecting new file additions and 

applies a machine learning model to classify these files into 

predetermined categories based on their content and metadata. 

For instance, downloaded documents, images and executable 

files are automatically sorted into respective folders like 

Documents, Images and Software enhancing accessibility and 

management. So through automating the file classification, it 

not only reduces the administrative burden on users but also 

improves with the file retrieval. The method also has broader 

usage in the fields of data automation and management which 

can be scaled for large volume of data in a personal as well as 

enterprise settings.  

General Terms  
File classification, automated organization, intelligent file 

management, Real time directory monitoring.  

Keywords  
Intelligent file management, file classification, downloaded 

files, machine learning, artificial intelligence.  

1. INTRODUCTION  

With the explosive growth of digital content, users across 

industries are faced with the challenge of effectively managing 

an ever-increasing number of files. This is particularly evident 

in environments where multiple file types are frequently 

downloaded, such as academic institutions, research centers, 

businesses and traditional methods of file organization, which 

often rely on manually moving and sorting, not only time 

consuming but also vulnerable to human error.  

The proposed system uses real-time directory management and 

machine learning to classify and categorize files appropriately 

By continuously monitoring directories such as download 

folders, the system ensures that new files, whether documents, 

images, or executables, will be instantly recognizable and 

categorized Importantly, it simplifies.  

 Furthermore, by adapting to the evolving needs of users, the 

dynamic nature of file types and sources, the system is designed 

to be flexible and scalable. The aim of this paper is to provide a 

solution and it goes a long way towards not only solving current 

file management challenges but also lays the foundation will 

provide for future developments. 

 

2. RELATED WORK  
So, let’s review the existing management/classification systems 

and their limitations.  

Manual classification system – These systems have long been 

used as the standard across many organizations. So, these 

systems require the user to manually categorize and organize 

the files which is both time-consuming and susceptible to 

human classification errors. This approach also does not scale 

well and is not efficient in environments where the volume of 

data the file types are high.  

Rule-based systems – So these systems typically have a set of 

predefined rules to classify files based on the categories. 

However, these systems do not have the flexibility to adapt to 

new file types or changing user needs.  

Machine learning approaches have gained popularity due to 

their ability to learn and adapt from data. Earlier works have 

applied algorithms such as Naive Bayes, Decision Trees, and 

k-Nearest Neighbors (k-NN) for classifying documents and 

media files with notable success. Recent advances have seen 

the incorporation of more sophisticated models like Support 

Vector Machines (SVM) and Neural Networks, which offer 

improved accuracy by handling nonlinear relationships and 

high-dimensional data more effectively.  

However, these studies often overlook the aspect of 

real-time classification and do not focus on the continuous 

monitoring of file directories. The integration of real-time 

directory monitoring with machine learning models presents a 

novel approach in the scheme of file classification systems.  

3. SYSTEM ARCHITECTURE  
  

 
Fig.1 - Architecture  

3.1 File watcher 
The file watcher component is responsible for the teal time 

monitoring of the directories that are specified where the new 

files would be added such as the Downloads folder. This could 

achieved in java using something like the watchService API, 
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which allows us to register a set of directories that notifies 

about various file events like creation deletion or modification 

of them. So the watcher service is initialized and configured to 

watch a directory. This can also used to specify kind of events 

that we are interested in. After that the listener would enter a 

loop that waits for file events, when a new event is captured the 

system would trigger the classification process for the newly 

added file.   

3.2 Classifier  

The classifier component is one of the core components where 

machine learning models can be used to classify the file based 

on the content.  

Text documents – For classifying text documents naïve Bayer 

model or similar could be used to analyze the text content and 

classify them accordingly  

Images – For image classification this could be used as 

something like a Convolutional neural network to recognize 

image and categorize them accordingly.  

Others – For other files such as executable this could be used as 

separate heuristic model to classify less common file types.   

Images – For image classification this could be used something 

like a Convolutional neural network to recognize image and 

categorize them accordingly.  

Others – For other files such as executable this could be used a 

separate heuristic model to classify less common file types.   

3.3 File organizer  
Once the file is classified then the file organizer component 

handles the organization of the files to previously defined 

categories. This could be added or removed as new categories 

when needed.  

4. IMPLEMENTATION  
The automated file classification system was implemented 

using a combination of Java for the File Watcher component 

and Python for the Classifier and File Organizer components. 

This section details the implementation of each component and 

the integration of the system as a whole.  

4.1 File watcher implementation  
The File Watcher component was implemented in Java using 

the WatchService API. Here's a simplified version of the main 

class:  

 

Fig.2 File watcher pseudocode  

4.2 Classifier Implementation  

The Classifier component was implemented in Python using 

scikit-learn for text classification and TensorFlow for image 

classification. Here's a simplified version of the classifier script: 

 
Fig.3 File classifier script 
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4.3 System Integration  
The system integration involves running the Java File Watcher 

as a background process. When a new file is detected, it triggers 

the Python script, which performs classification and 

organization. This approach allows for realtime monitoring and 

classification of new files.  

 

To deploy the system, users need to:  

o Set up the Java environment and required Python 

libraries.  

o Train and save the text and image classification 

models.  

o Configure the watch directory and organization 

directory paths.  

o Run the Java File Watcher program.  

o This implementation provides a flexible and 

extensible framework for automated file 

classification and organization, which can be easily 

adapted to different environments and requirements.  

  

Fig.4 File organizer code snippet 

5. EVALUATION AND ANALYSIS  

This section presents the evaluation methodology, results, and 

analysis of our automated file classification system. 

 

5.1 Experimental Setup  

There is a compilation of a diverse dataset of 10,000 files, 

including:  

o Multiple text documents (PDFs, DOCs, TXTs)  

o Multiple images (JPGs, PNGs, GIFs)  

o Many executables (EXEs, MSIs)  

o miscellaneous files (ZIPs, MP3s, etc.)  

5.2 Evaluation Metrics  

This could be used the following metrics to evaluate our system:  

o Accuracy: Overall correct classifications / Total files  

o Precision: True Positives / (True Positives + False 

Positives)  

o Recall: True Positives / (True Positives + False 

Negatives)  

o F1-score: 2 * (Precision * Recall) / (Precision + 

Recall)  

5.3 Results  
  

Table 1. Classification Accuracy 

File Type  Our System  Rule-based  Manual  

Text  95.2%  89.7%  97.1%  

Images  98.7%  96.3%  99.3%  

Executables  99.1%  98.9%  99.5%  

Misc  92.8%  78.2%  94.6%  

Overall  96.4%  90.8%  97.6%  

  
Table 2. Confusion Matrix 

  Predicted 

Text  

Predicted 

Image  

Predicted 

Executable  

Actual text  4760  15  5  

Actual image  10  2961  2  

Actual 

executable  
1  

  

0  

  

991  

Actual Misc  45  12  3  

  

5.4 Discussion  
Our automated file classification system demonstrates high 

accuracy across various file types, particularly excelling in 

classifying images and executables. The system's overall 

accuracy of 96.4% outperforms the rule-based baseline (90.8%) 

and approaches the accuracy of manual classification (97.6%).  

5.4.1 Key observations:  

1. Text Classification: While our system performs well 

(95.2% accuracy), there's room for improvement. The 

majority of misclassifications occur between text 

documents and miscellaneous files, suggesting a need for 

more refined feature extraction for textbased files.  
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2. Image Classification: The system shows excellent 

performance (98.7% accuracy), nearly matching manual 

classification. This suggests that our CNNbased approach 

is highly effective for image categorization.  

3. Executable Classification: With 99.1% accuracy, our 

system is highly reliable in identifying executable files, 

which is crucial for security and system management.  

4. Miscellaneous Files: The lowest accuracy (92.8%) is 

observed in this category, indicating a need for more 

sophisticated classification techniques for diverse file 

types.  

5. Efficiency: The average processing time of 0.15 seconds 

per file demonstrates the system's capability for real-time 

classification, making it suitable for continuous 

monitoring of file systems.  

5.4.2 Limitations and Future Work:  
• The system's performance on miscellaneous files 

could be improved by incorporating more specialized 

classifiers for audio, video, and archive files.  

• Expanding the training dataset, particularly for less 

common file types, could enhance overall accuracy.  

• Implementing user feedback mechanisms could 

allow the system to learn and adapt over time, 

improving its performance in specific environments  

6. CONCLUSION  
This paper presented an automated file classification system 

that combines real-time directory monitoring with machine 

learning-based classification. Our approach demonstrates 

significant improvements over rule-based systems and 

performs comparably to manual classification, while offering 

the benefits of automation and scalability.  

Key contributions of this work include:  

o Integration of real-time file monitoring with 

intelligent classification  

o A flexible, multi-model approach to handling diverse 

file types  

o Empirical evaluation demonstrating high accuracy 

and efficiency. 

The proposed system has broad applications in personal and 

enterprise settings, offering potential for improved file 

management, enhanced productivity, and better organization of 

digital assets. Future work could focus on expanding the 

system's capabilities to handle a wider range of file types, 

incorporating user feedback for continuous learning, and 

exploring integration with cloud storage systems.  

In conclusion, our automated file classification system 

represents a significant step towards intelligent and efficient file 

management in the era of exponentially growing digital content. 

By automating the classification process, we not only reduce 

the administrative burden on users but also pave the way for 

more sophisticated data organization and retrieval systems in 

the future.  
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