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ABSTRACT 

Satellite imaging is a backbone of environmental monitoring 

and urban planning. State-of-the-art methodologies for image 

segmentation are extremely needed to process huge datasets in 

order to obtain substantial information out of it. This paper 

presents an extensive analysis on the current state of satellite 

image segmentation using deep learning with a special 

emphasis on some CNN architectures, namely 

InceptionResNetV2, InceptionResNetV2-UNet, Multi-UNet, 

VGG19, and VGG19-UNet. In this work, a number of pre-

processing techniques were used namely advanced data 

augmentation and normalization. The set of experiments is 

done in the motivation to evaluate models in the best way based 

on a few performance metrics, such as accuracy, Dice 

coefficient, and validation loss among others, compared with 

the other models. The conducted experiments have shown that 

the InceptionResNetV2-UNet and VGG19-UNet provide 

higher segmentation accuracy compared to other models by 

approving a test accuracy of 89.90% and 89.41% with the dice 

coefficient of 85.5% and 84.9%, respectively. Further from 

this, proposed work introduce a Gradio-based web application 

for the end users to predict segmented images interactively, 

demonstrating real-world use cases for employed models. This 

bridges the gap between advanced machine learning research 

and satellite image evaluation, providing valuable insights for 

future work in this field.   
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1. INTRODUCTION 
Satellite imagery has become an indispensable tool in a variety 

of domains, including environmental monitoring and 

agriculture to disaster management and urban planning. The 

massive extent of data generated by Earth-observing satellites 

present both opportunities and challenges. To harness the 

potential of this data effectively, advanced processing 

techniques are essential [1]. Among these techniques is image 

segmentation. It is the method of partitioning an image into 

meaningful regions, is a critical step in extracting valuable 

information from satellite imagery [2]. Accurate segmentation 

enables the recognition of objects, land cover types, and 

changes over time, facilitating decision-making processes in 

numerous fields [3]. Image classification is a process in 

computer vision which classifies images based on their visual 

content based on predefined categories [4]. Image classification 

is a big part of machine learning and is already a well-

established and highly applicable concept. Visual search APIs, 

image and facial recognition on social media platforms, object 

recognition models, remote sensing, medical diagnosis, and 

teaching are popular applications of this technology [5]. 

One can utilize a variety of machine learning algorithms to 

classify images. Data science provides a plethora of various 

algorithms that can be used for image classification [6]. One 

problem is that even though different classifier techniques can 

classify the images, determining which of these methods will 

produce more accurate findings is difficult. 

The goal of this paper is to present a thorough examination of 

the most recent methods for segmenting satellite images using 

neural networks.  It aims to explore the different neural network 

architectures, pre-processing techniques, loss functions, and 

evaluation metrics utilized in this field. Additionally, a 

comparative analysis is done of machine learning models to 

determine the accuracy of which model is best suited for the 

dataset. 

The rest of the paper is structured as follows. Section 2 reviews 

the extant literature. Section 3 explains the research 

methodology. Section 4 presents the experimental results along 

with a discussion of the findings. Section 5 summarises the 

paper.  

2. LITERATURE REVIEW 
Deep learning is enabling phenomenal changes in the semantic 

segmentation of satellite data, improving information 

extraction from extensive satellite data sets. The ability to learn 

very fast and adapt to complex image patterns refines decision-

making in many fields. In [7] two deep network architectures, 

UNet and Inception ResNet UNet are implemented and 

evaluated in automatic building detection from aerial imagery, 

they achieved highest accuracy of 97.95% and 0.96 in the dice 

metric. The InceptionResnet-UNet could detect buildings of 

different shapes, structures, textures, and colors in images in 

almost all regions, though UNet couldn’t detect very large 

buildings. That is because the Inception ResNet UNet model is 

wide and deep with few variations in the number of parameters 

in comparison to UNet [8].  
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To boost the UNet performance, employing transfer learning 

from two different encoders, namely the VGG and ResNet. 

Moreover, using transfer learning, they developed a robust 

model unaffected by the similarity between different types of 

discontinuities in noisy seismic data which is improved by 

utilizing the skip connections strengths of ResNet model [9]. 

This paper [10] analyzes semantic segmentation using deep 

learning for autonomous driving, comparing 12 dataset along 

with 14 frameworks, and various data augmentation 

techniques. Study work in [11] categorizes classic 

segmentation algorithms like Edge Detection, Clustering 

Method, Random Walks, Co-Segmentation Methods like 

MRF-based and Object-Based, and the popular deep learning 

algorithms, highlighting their benefits and chronological 

progression in image segmentation technology. 

The VGG network has a good and simple structure with 

deficient number of layers and is used in many computer vision 

fields. The VGG19 network is an innovative object recognition 

model and is actually a deep CNN that performs very well in 

many tasks and datasets. The VGG19 algorithm was used to 

extract the roads [12], which is implemented in two steps. The 

first stage is segmentation, and the next stage is edge detection 

so that roads can be extracted. The authors in [13] also took 

CNN models of ResNet and InceptionNet along with the model 

AlexNet for the transfer learning in the classification of 

COVID-19 and found that they had the most prominent 

outcome of 93% accuracy. This research [14] proposed a 

method for detection of COVID-19 to make better diagnostic 

decisions using ResNet50v2 model with Bayesian CNN. This 

study [15] employed Auto-tuned inception-v4 (HPTI-v4) 

model for segmentation tasks, unleashing the power of 

inception model by achieving extraordinary results of up to 

99% test accuracy. 

The reported results shown in the studies by [16] were IoU with 

55% and F1-Score 71%, measured on the Massachusetts 

building dataset. A Study [17] achieved 89% of F1 with the use 

of UNet architecture on the SpaceNet V2 dataset. Another case-

study [18] accomplished land segmentation in the INRIA 

building dataset, achieving a value of 60%. The research [19] 

obtained 78% F1-Score by utilizing the DeepLabv3+ model for 

image segmentation. Another research [20] achieved 95% F1-

Score using the UNet architecture. In [21], the authors state 

their result of 93.8% IoU metric for the Unet++ architecture 

with the SE-ResNeXt101 encoder, pre-trained on the 

ImageNet. In [22], the authors state their result of 93.8% IoU 

metric for the Unet++ architecture with the SE-ResNeXt101 

encoder, pre-trained on the ImageNet. The research carried by 

Burcu et al. [23] on segmentation of building images 

employing UNet and UNet++ architectures achieved highest 

and lowest score of 0.9167 and 0.6140, respectively. 

3. PROPOSED METHODOLOGY 
The figure 1 depicts the proposed methodology showcasing a 

systematic approach to achieve defined research objectives. In 

this approach five distinct models were implemented and 

assessed to determine which model can thought to be most 

appropriate for the dataset. The dataset was acquired from a 

publicly available source namely Semantic Segmentation of 

Aerial Imagery Dataset on Kaggle community. The original 

dataset contained 72 images consists of 6 classes, which was 

further augmented using an image generator to generate a 

dataset containing 648 images. These images were trained in 

numerous models, with 70 images used for validation and 578 

images for training. 

3.1 Data pre-processing 
The pre-processing of data is crucial for making the data more 

diverse and hence, robust for the model. With this aim in mind, 

various augmentations were done using the Albumentations 

Python Library: random cropping, flipping, rotation, alteration 

in brightness, or contrast. Albumentations efficiently performs 

multiple image transformation operations, all implemented for 

fast performance and having a clean but powerful interface for 

image augmentation, which is applied in all areas of computer 

vision, such as object classification, segmentation, and 

detection [24]. Such augmentations alleviate the problem of 

overfitting by enriching the number of image variations input 

into the models. Addition to this, other more complex ones 

were utilized besides the basic augmentations including 

Contrast-Limited Adaptive Histogram Equalization (CLAHE), 

grid distortions, and optical distortions. These further capture a 

wider range of complications within the dataset and hence 

improve the generalization capability of the model on unseen 

data.  

Later, the normalization of pixel values within the range of (0, 

1) was scaled by performing a division by 255 so that for 

whatever neural network it was fed to, the input was consistent. 

The data is further normalized by subtracting the dataset mean 

and then dividing by the standard deviation to bring more 

stability during the process of learning. RGB mask images are 

encoded into one-hot arrays so that categorical pixel labels are 

converted into a readable format for the model. This is also 

inclusive of histogram equalization if required to enhance the 

contrast in images. The images are resized to a standard 

dimension of (512, 512), which is the general size [25], 

therefore ensuring that the training process becomes 

computationally efficient. 

3.2 Training and Evaluation 
The training process utilized deep learning models namely 

InceptionResNetV2, InceptionResNetV2-UNet, Multi-UNet, 

VGG19, VGG19-UNet. These models were selected due to the 

strength of their architecture and proven success in relation to 

complex data distributions. More specifically, from the feature 

extracting capabilities of models like InceptionResNetV2 and 

VGG19, combined with UNet segmentation capabilities, very 

high accuracy was expected with semantic segmentation tasks 

as described in studies [26], [27]. 

The training was done with pre-trained weights most of the 

time, directly from ImageNet. Transfer learning techniques 

naturally freeze several of the layers, which are gradually 

unfrozen while fine-tuning the models for the segmentation 

task. Optimization was carried out using either stochastic 

gradient descent or the Adam optimizer, both with an initial 

learning rate of 0.0001. In practical training, learning rate 

schedulers were used for better model convergence and 

allowed techniques such as learning rate warm-up and decay. 

The regularization techniques used included dropout and batch 

normalization to avoid overfitting. Early stopping also had the 

added function of automatically stopping in case the 

performance on the validation set did not improve anymore, 

hence avoiding overfitting.  

The performance of the trained models is evaluated using 

several metrics. Standard metrics for segmentation are the 

Intersection over Union (IoU), and pixel accuracy. Also, cross-

validation is conducted in order to make sure the model 

generalizes well on different splits of data. Aside from these 

metrics, higher-order metrics such as the Dice coefficient and 
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accuracy metrics, and validation loss with respect to assessing 

the experimental results for further model performance 

validation, were also computed. The Dice coefficient is 

basically an overlap computation that is carried between the 

model-predicted outcomes against the ground truth masks [28]  

in a range (0, 1).  

3.3 Model Architecture 

3.3.1 InceptionResNetV2 
The InceptionResNet architecture is a deep neural network 

design that blends aspects from both Inception and ResNet 

architectures. It aims to achieve superior performance in image 

classification tasks while maintaining computational efficiency 

and ease of training. InceptionResNet utilizes Inception 

modules [29], which include of many parallel convolutional 

branches with varying filter sizes. This allows the network to 

effectively collect data at different scales. These modules 

utilize 1x1 convolutions for reducing dimensionality and 

increasing non-linearity without significantly increasing 

computational cost, alongside 3x3 and 5x5 convolutions to 

capture spatial hierarchies. Additionally, pooling operations 

such as max pooling and average pooling are used for down-

sampling feature maps and capturing global information. 

A distinctive feature of InceptionResNet is the inclusion of 

residual connections, which address the vanishing gradient 

complication and expedite training of complex networks. These 

connections enable shortcuts bypassing network layers, with 

each block containing convolutional layers and element-wise 

addition with input. The architecture typically begins with a 

stem block for initial feature extraction and dimensionality 

reduction, followed by multiple Inception-ResNet blocks and 

reduction blocks that further process features and reduce spatial 

dimensions. 

3.3.2 InceptionResNetV2-UNet 
The InceptionResNet-UNet architecture merges features from 

InceptionResNet and UNet to improve semantic segmentation 

accuracy efficiently. It combines InceptionResNet's feature 

extraction with UNet's precise localization abilities [30]. The 

architecture consists of an encoder, based on InceptionResNet, 

which extracts high-level features using convolutional and 

pooling layers. Inception modules within the encoder capture 

features at different scales effectively. The decoder, inspired by 

UNet [31], performs up-sampling and concatenation operations 

to refine segmentation masks. 

3.3.3 Multi-UNet 
The Multi-UNet architecture is designed to improve semantic 

segmentation accuracy by integrating multiple UNet models 

into a single framework. It leverages the ensemble effect of 

multiple models to enhance segmentation performance. The 

architecture consists of multiple UNet-like networks, each 

serving as a branch within the model. These branches process 

input images independently and generate segmentation masks. 

Each UNet branch incorporated with encoder-decoder structure 

[31]. The encoder uses convolutional and pooling layers to 

extract features from input images, capturing both low-level 

and high-level aspects. 

3.3.4 VGG19 
VGG19 is a 19-layer deep convolutional neural network (CNN) 

designed for image classification tasks. It begins with simple 

3x3 convolutional layers, followed by max-pooling layers to 

reduce spatial dimensions [9]. The network repeats this pattern 

multiple times, learning complex features from images, and 

eventually having fully connected layers for classification. 

3.3.5 VGG19-UNet 
The VGG19-UNet architecture merges the VGG19 CNN 

architecture with the UNet architecture, aiming to improve 

semantic segmentation accuracy. This fusion combines 

VGG19's strong feature extraction capabilities with UNet's 

precise localization abilities. At its core, VGG19-UNet consists 

of an encoder-decoder structure. The encoder part utilizes 

VGG19, featuring convolutional and max-pooling layers that 

progressively down-sample the image to capture hierarchical 

features. These layers utilize small 3x3 convolutional filters for 

max-pooling and feature extraction layers for spatial down 

sampling [9]. The decoder part, inspired by UNet [7], performs 

up-sampling and concatenation operations to recover spatial 

information and refine segmentation masks. Each decoder 

block includes up-sampling layers followed by concatenation 

with corresponding features from the encoder, preserving 

detailed information. 

4. RESULTS AND DISCUSSION 
Figure 2 details the model performance of InceptionResNetV2-

UNet on an aerial image. The figure consists of three panels, 

where the first panel contains the input image, the aerial view 

of a residential and commercial area, very informative for 

Geographic Information Systems (GIS) tasks such as urban 

planning, infrastructure management, and environmental 

evaluation. It is the center panel, displaying the ground truth 

mask-a human-annotated representation of part of the image 

that only outlines separate regions or classes-a gold standard 

against which to evaluate the segmentation accuracy. The third 

is the predicted mask, produced by the model, essentially an 

approximation of ground-truth segmentation of an input image. 

A comparison between the predicted mask and the ground truth 

mask presents the efficacy of the model in covering a particular 

region and structure. Regions that the predicted mask closely 

fits with the ground truth demonstrate the respective strengths 

of the model in identifying such classes with precision. The 

perceived differences, typically manifesting as color or 

boundary differences between the ground truth and predicted 

masks, speak to the model's weakness in covering other classes 

with the same details. This really makes it necessary to verify 

the precision, recall, and accuracy of the model as against each 

class since it tends to vary wildly with the complexity and 

distinctiveness of features in each region. The figure also 

underscores that, while the model InceptionResNetV2-UNet 

does well at providing a segmentation for some classes, such as 

roads or water bodies, it will fail in others, possibly because of 

overlapping features, textures similar to each other, or even 

ambiguous boundaries. 

The remaining figures (Figures 3, 4, 5, and 6), by which one 

may visually compare the Vgg19-UNet, InceptionResNetV2, 

Vgg19, and Multi-UNet models, respectively, together give an 

implication of the kind of weaknesses and the strengths of each 

architecture, and hence the importance of evaluation could be 

necessary before picking a model for applications requiring 

accurate class-specific segmentation.  

Table 1 concludes the performance of several architectures 

with attention to accuracy, loss, and Dice Coefficient at both 

the training and validation phases on unseen datasets. Data for 

validation accuracy inform about predictive correctness that 

range from between 78.49% and 89.90% that was most notably 

recorded by InceptionResNetV2-UNet, which is almost a best 

fit for highly predictive performance. Loss values, that 

represents error rate, range from 0.290 to 0.600. For Vgg19-

UNet the lowest value was reached, so the model with UNet in 

its structure can be less erroneous. The Dice Coefficient of how 

good the predicted samples look like true samples ranges 
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between 0.650 and 0.857. InceptionResNetV2-UNet and 

Vgg19-UNet demonstrated the highest values for the given 

coefficient, which means their goodness in detecting complex 

points and relations in the data. The comparison of detailed 

architectures presents some striking advantages UNet-

augmented architectures constantly exhibit higher 

performances compared to their basic models in the sense of 

precision, error reduction, and similarity measures. Such results 

become radically important for guiding model selection for 

applications requiring high precision, reliability, and robust 

generalization capabilities. 

Table 1. Validation and Training Result Comparison 

across Models 

Model Type 

Evaluation Metrics 

Accuracy 

(%) 
Loss 

Dice 

Coefficient 

Inception

ResNetV

2 

Training 75.12 0.687 0.650 

Validation 78.49 0.600 0.697 

Inception

ResNetV

2-UNet 

Training 91.61 0.269 0.846 

Validation 89.90 0.290 0.855 

Multi-

UNet 

Training 83.50 0.491 0.731 

Validation 84.73 0.448 0.763 

Vgg19 
Training 76.38 0.648 0.670 

Validation 78.98 0.584 0.695 

Vgg19-

UNet 

Training 91.60 0.251 0.857 

Validation 89.41 0.308 0.849 

 

The Gradio web app depicted in Figure 7, provides an intuitive 

interface for users to predict segmented images using deep 

learning models. Based on the results depicted in Table 1, the 

best performing models are considered for user interface web 

app. The interface allows users to make a selection between the 

best model namely InceptionResNetV2-UNet or Vgg19-UNet 

and upload an image. Once an image and model are chosen, the 

application pre-processes the image, resizing it to fit the 

model's input requirements. The selected model then predicts 

the mask for the image consisting of 6 classes namely land, 

water, vegetation, building, road, and unlabeled and were used 

for training, the prediction will show predicted mask (road, 

building, unlabeled and land classes will be combined into land 

class) highlighting the 3 classes namely land, vegetation, and 

water. The predicted mask is converted into an RGB image, 

visually representing the segmentation results. Additionally, 

the application calculates the percentage area of each class and 

generates a pie chart for visualization. Users can interact with 

the interface to view the predicted masked image and explore 

the distribution of class areas in the satellite image.  

Gradio is a Python library that simplifies the creation of 

customizable and interactive interfaces for deep learning 

models. The interface offers a user-friendly interface for 

interacting with machine learning models via web applications, 

eliminating the need for web development expertise. Its 

intuitive design enables users to input data, visualize model 

predictions, and interpret results in real-time, enhancing model 

understanding and usability. With Gradio, deploying machine 

learning models becomes effortless, empowering researchers 

and practitioners to share and demonstrate their models with a 

wider audience. The tool's seamless integration with existing 

Python frameworks significantly enhances machine learning 

access and promotes collaboration within the AI community. 

The interactive tool illustrated in figure 7 depicts a valuable 

insight into the performance of different segmentation models 

and facilitates informed decision making for environmental 

monitoring and urban planning. 

 

 

 

 

 

 

 

 

 

 

Figure 1: The Workflow of proposed methodology 
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Figure 2: Difference in Ground Truth Mask and Predicted Mask for InceptionResNetV2-UNet Model 

 

Figure 3: Difference in Ground Truth Mask and Predicted Mask for VGG19-UNet Model 

 

Figure 4: Difference in Ground Truth Mask and Predicted Mask for InceptionResNetV2 Model 
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Figure 5: Difference in Ground Truth Mask and Predicted Mask for VGG19 Model 

 

Figure 6: Difference in Ground Truth Mask and Predicted Mask for Multi-UNet Model 

 

Figure 7: Gradio based User Interface for satellite image segmentation 
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5. CONCLUSION 
The study evaluates five CNN models for satellite image 

segmentation, with InceptionResNetV2-UNet achieving the 

highest segmentation accuracy and Dice coefficient, attributed 

to the strong combination of InceptionResNet's feature 

extraction and UNet's localization capabilities. Pre-processing 

techniques like image augmentation and normalization 

improve model robustness. Key metrics like pixel accuracy, 

IoU, and Dice coefficient confirm the architecture's potential 

for precise segmentation tasks. These models are able to 

leverage prior information from huge datasets using pre-trained 

weights and transfer learning, but regularization methods avoid 

overfitting and make good generalizations for unseen data. The 

practical applicability of these models is demonstrated by the 

Gradio web application, which enables prediction by making 

the interactive, visualized segmented images. The gap between 

advanced machine learning research and real-world 

applications, especially those involving urban planning, 

disaster management, and environmental monitoring, will be 

narrowed by this work, highlighting the transformative 

potential of AI in satellite image analysis.  

Future directions involve coherent advanced architectures like 

transformer-based models, along with attention mechanisms 

and self-supervised learning techniques. Other improvements 

also include the addition of Gradient-Weighted Class 

Activation Mapping (Grad-CAM) to further enhance the 

explain-ability of the CNN models. Challenges include dataset 

limitations, model complexity, and computational resources, 

which can be addressed by acquiring larger, diverse datasets, 

developing lightweight architectures, and implementing 

uncertainty estimation and interpretability techniques. 

Embracing these challenges and advancements in machine 

learning can expedite progress towards accurate, efficient, and 

interpretable satellite image segmentation solutions. 
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