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ABSTRACT 
Assessing work from various fields is necessary to analyze & 

survey an institution's performance over a certain period of 

time having progression in multiple divisions. Many necessary 

characteristics such as Impact Factor (IF) of acclaimed works 

are influenced by non-uniform distribution of publications in 

different sections and renowned journals. Classifying file 

elements with NLP based on the publication titles would be 

supportive and intuitive. Text Analysis and Field Classification 

requires a large amount of data for a model to be trained and 

efficient. So, a Zero shot learning approach is opted to 

distinguish various publications into their respective sectors. 

Unlike other models, this model is enhanced to leverage CSV 

format files for both input and output. Different Pre-Trained 

Language models have been used and their performances are 

recorded. The advantage of zero shot learning over regular 

methods is discussed. 
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1. INTRODUCTION 
In this growing world, having a clear concise picture on 

developments would help any institution to analyze & 

understand its contributions to several distinct categories. This 

would support their thought of reacting wisely over the next 

period based on the previous records and data. 

To classify each section of work done, lots of human power is 

consumed. The use of machine learning could help the required 

work to be done faster and simpler, by building an automated 

classifier.  Classification tasks require various prerequisites 

such as heavy amounts of training and testing data, a 

standardized model that executes with satisfactory accuracy 

scores. This would require input data to be stored in a 

systematic ordered structure. Whereas accessing children's data 

directly from files would help users i.e., the members of the 

institution. 

 

NLP has become a crucial technology in today's world, 

transforming the way people communicate with data and 

technology. Sophisticated NLP applications are needed in 

various fields like customer service, healthcare, finance, and 

other sectors. Text categorization, a crucial aspect of NLP, 

involves the classification of text into predetermined 

categories. This task is crucial for purposes such as sentiment 

analysis, spam detection, and topic categorization. With the 

increase in size and intricacy of text data, conventional text 

classification techniques frequently face difficulty in keeping 

up. This has resulted in the development of zero-shot learning 

(ZSL), a concept that allows models to categorize data into 

classes that were not encountered during training. ZSL utilizes 

pre-trained language models (LMs) that have been trained on 

extensive data and show a deep comprehension of language. 

Pre-trained language models like BERT, GPT-3, and 

RoBERTa have demonstrated exceptional results in a range of 

NLP assignments. They offer a strong base for incorporating 

ZSL, as they have the ability to effectively adapt to unfamiliar 

categories due to their thorough pre-training. This feature is 

especially useful in ever-changing settings where new 

categories often appear, and labeled data is not accessible for 

all potential classes. Assessing various ZSL models entails 

examining how well they perform on different factors like 

accuracy, generalization capability, and computational 

efficiency. 

 

Having a grasp of these distinctions is essential  when choosing  

the best model for a particular use case. In this opening, the 

importance of NLP and text classification, examine the idea 

and advantages of zero-shot learning, talk about the 

significance of pre-trained language models, and offer a 

comparison of different ZSL models are discussed. This 

investigation will showcase the progress in the industry and 

lead the way. 

2. WHY IS ZERO SHOT LEARNING 

PREFERRED OVER REGULAR 

MACHINE LEARNING ? 

Zero-shot learning (ZSL) is a cutting-edge paradigm in 

machine learning and natural language processing (NLP) that 

enables models to perform tasks without having been explicitly 

trained on specific examples for those tasks. Unlike traditional 

supervised learning, which relies on large amounts of labeled 

data, zero-shot learning leverages the ability of models to 

generalize from a wide array of data and tasks they have seen 

during their training phase. 

 

At its core, zero-shot learning hinges on the use of pre-trained 

language models that have been exposed to vast amounts of text 

data from diverse sources. These models, such as GPT-3, T5, 

RoBERTa, and others, are trained on massive datasets 

encompassing a wide variety of topics and contexts [1][2][3]. 

This extensive pre-training enables them to develop a deep 
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understanding of language and its nuances. Zero-shot learning 

typically involves three main steps: pre-training, task 

definition, and inference. The model is trained on a large corpus 

of text data, learning to understand and generate human 

language. When a specific task is presented, such as text 

classification, sentiment analysis, or question answering, the 

task is defined in terms of natural language prompts or 

descriptions. The model then uses its pre-trained knowledge to 

infer the correct label or perform the task based on the given 

prompts, without having seen any task-specific labeled data 

during training. 

 

Zero-shot learning offers several compelling advantages that 

make it a preferred choice for many applications. Traditional 

machine learning models require large labeled datasets, which 

are expensive and time-consuming to create. Zero-shot learning 

bypasses this need by leveraging pre-existing knowledge 

embedded in the model. This is particularly useful in domains 

where labeled data is scarce or difficult to obtain [3][4]. Zero-

shot models are highly versatile and can be quickly adapted to 

new tasks or domains without the need for retraining. This 

flexibility is invaluable in dynamic environments where new 

tasks emerge frequently, and the ability to respond quickly is 

crucial [1][5].This makes it accessible for organizations with 

limited resources [6]. Zero-shot learning models can handle a 

wide range of tasks simultaneously. For instance, a single 

model can perform text classification, translation, 

summarization, and more, simply by providing appropriate 

prompts. This scalability is a significant advantage for 

applications that require multitasking capabilities [3]. The 

ability to perform tasks out-of-the-box enables rapid 

prototyping and deployment of AI solutions. Developers can 

test ideas and iterate quickly without the lengthy process of 

collecting and labeling data [5][6]. Pre-trained models used in 

zero-shot learning have typically seen a vast and diverse range 

of data. This broad exposure allows them to generalize better 

across different tasks and domains compared to models trained 

on limited datasets [1][2]. 

 

Zero-shot learning is being increasingly adopted across various 

industries and applications. It is used for text classification, 

categorizing documents, emails, or any text data into 

predefined categories without needing labeled examples for 

each category [3][4]. For sentiment analysis, it determines the 

sentiment of text (positive, negative, neutral) even when 

specific examples of sentiment-labeled data are not provided 

[1]. It enhances search engines by allowing them to understand 

and retrieve relevant information based on context and query 

understanding without needing specific training for each type 

of query [4]. Zero-shot learning is also employed in named 

entity recognition (NER), identifying and classifying entities 

(like names, dates, places) in text without being explicitly 

trained on annotated NER datasets [6]. Furthermore, it is 

utilized in machine translation and language understanding, 

translating text between languages and understanding 

multilingual content, leveraging the pre-trained multilingual 

capabilities of models like mBERT [2]. 

 
Fig 1: Zero shot text classification demonstration 

The figure above is a simple demonstration of how zeroshot 

text classification works. 

 

Here, a list of labels/categories are provided in which the user 

inputs are expected to fall under, and respective scores for each 

category is expected in return. Category with the highest of 

those scores is considered to be the final result. For example, 

given three statements are example inputs and had set our labels 

as “Interrogative”, “Declarative” and “Exclamatory”. And here 

are our scores for those three samples:-  

 

● “Hari is writing a book”: This is selected to be a 

Declaratory sentence with 52.3% confidence. 

● “Visali asked a question”: Even though it has the word 

‘question’, this sample is selected to be a “Declaratory” 

sentence with 47.9% confidence. 

● “Apoorva said Great!”:  This sentence is selected to be 

under “Exclamatory ” with a confidence of 77.8% . 

 

Zero-shot learning represents a significant advancement in the 

field of artificial intelligence, providing a robust and efficient 

way to tackle a myriad of tasks without the traditional reliance 

on extensive labeled datasets. Its ability to generalize from 

broad pre-training, combined with its flexibility and cost-

effectiveness, makes it an attractive option for researchers and 

practitioners alike. As AI continues to evolve, zero-shot 

learning is poised to play a pivotal role in driving innovation 

and expanding the horizons of what is possible with machine 

learning. 

3. ANALYSIS AND SELECTION OF 

VARIOUS PRE-TRAINED 

LANGUAGE MODELS  

Pre-trained Large Language Models (LLMs) are a major 

breakthrough in artificial intelligence, utilizing extensive data 

and complex structures to comprehend and produce text similar 

to human language.. The initial training stage includes handling 

extensive data to grasp grammar, information, and context, 

which can later be adjusted for particular tasks such as 

translation, summarization, or answering questions. The 

flexibility and expandability of pre-trained LLMs have 

transformed natural language processing, becoming highly 

valuable in a wide range of uses from customer service chatbots 

to cutting-edge research tools, thus expanding the possibilities 

of AI in comprehending and producing human language. Here 

are some of the famous pre trained language models that are 

capable of text classification with high accuracy scores : 

 

3.1 BERT  
BERT (Bidirectional Encoder Representations from 

Transformers) is a cutting-edge NLP model created by Google 

AI in 2018. In contrast to conventional models, BERT trains bi-
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directionally by analyzing text in both directions at the same 

time, improving contextual comprehension. The Transformer 

architecture relies on its encoder for its operation.  

3.2 GPT-3  
GPT-3, which stands for Generative Pre-trained Transformer 3, 

is a sophisticated language model created by OpenAI. Utilizing 

175 billion parameters, it creates text similar to that of humans 

by utilizing input prompts. GPT-3 performs well in many 

activities, such as translation, summarization, and question 

answering, thanks to its extensive pre-training on a wide range 

of internet text. 

3.3RoBERTa 
RoBERTa, short for Robustly optimized BERT Approach, is a 

natural language processing model created by Facebook AI. It 

enhances BERT through training on increased data and using 

bigger mini-batches. RoBERTa eliminates the Next Sentence 

Prediction target found in BERT and places emphasis on 

dynamic masking and extended training 

3.4 ALBERT 
ALBERT (A Lite BERT) is a BERT model variation created 

for improved efficiency and scalability. Created by Google  

Research, ALBERT decreases model size by using factorized 

embedding parameterization and sharing parameters across 

layers.  

In addition to these, XLNet (Generalized Autoregressive Pre 

Training for Language Understanding) and CLIP (Contrastive 

Language-Image Pre-training) are tested under 3 classification 

problems including our tokenized field classification. The 

classification problems and their recorded results are : 

 

In Text Categorization, models are required to classify news 

article titles into respective sections of news they belong to with 

their respective scores. AG News Classification Dataset is used 

for this process and it is observed that GPT-3 has shown its 

superiority over the other models when accuracy is considered 

with 85 - 90%. Whereas, RoBERTa stands second in 

performance by 80 - 90% scores followed by XlNet , BERT 

and ALBERT. But, when time taken by each of the models for 

completion is considered, ALBERT and BERT are proven to 

be much faster, giving the next positions to RoBERTa and 

XLNet. GPT-3 was surprisingly time-taking which took twice 

the amount of time in comparison with its successive model. 

Whereas in Spam Detection, Enron-Spam dataset is used and 

the results were following the pattern from previous record, 

with GPT-3 being the most accurate and time taking, and 

RoBERTa being a better choice satisfying both speed and 

performance. 

 

In Field Classification, text samples from publication records 

are provided as test input, with various fields of science as the 

labels. Consolidating previous result analysis, the test models 

have performed in the exact same behavior as regular text 

categorization. Therefore, GPT-3, RoBERTa and BERT 

models are taken under consideration for further proceedings. 

And after observation, RoBERTa is selected to be the 

appropriate model for our application. 

Table – 1 : Comparison of Zero Shot Models over Several  Classification Problems 

ORDER OF 

PREFEREN

CE 

 

MODEL 

TEXT 

CATEGOR

IZATION 

AVG TIME SPAM 

DETECTION 

AVG 

TIME 

FIELD 

CLASSIF

ICATION 

AVG TIME 

4 BERT 75-85% 60-200 ms 88-92% 50-150 ms 75-85% 60-200 ms 

5 XLNet 80-88% 90-260 ms 89-93% 80-220 ms 80-88% 90-260 ms 

1 RoBERTa 80-90% 100-250 ms 90-94% 80-200 ms 80-90% 100-250 ms 

2 GPT-3 85-90% 250-500 ms 94-96% 200-400 ms 85-90% 250-500 ms 

3 ALBERT 75-85% 50-160 ms 87-91% 40-120 ms 75-85% 50-160 ms 

6 CLIP 70-80% 350-700 ms 85-89% 300-600 ms 70-80% 350-700 ms 

 

Fig 2: Accuracy comparison of models 

 

Fig 3: Speed Comparison of models : average time taken 

by each of the Models 
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3.5 WHY IS ROBERTA PREFERRED 

OVER OTHER ZERO-SHOT 

MODELS? 

● Efficacy and Resource Requirements: RoBERTa 

promises better understanding, reactiveness and accurate 

language processing of input data.  

● Data for training and domain adaptability: RoBERTa is 

trained on a much larger database than the rest of other 

models.  

● Cost and Accessibility: Due to its smaller size and lower 

computational requirements, RoBERTa is more cost-

effective to use in production environments. 

● Balance in Performance and Speed: RoBERTa promised 

a better balanced result in both Performance and Speed , as 

shown in the above table. 

● Can be Fine-Tuned for Specific Tasks: RoBERTa excels 

in tasks that require deep understanding and nuanced 

handling of text due to its pre-training on a large, diverse 

corpus. 

4. RELATED WORK 
CSIR-Indian Institute of Chemical Technology(CSIR-IICT) - a 

constituent laboratory under Council of Scientific & Industrial 

Research (CSIR) annually publishes reports showcasing its 

research & development achievements and publications. These 

reports encompass a wide range of topics across varied 

scientific fields. However, they are not classified under selected 

categories such as Chemical, Healthcare, Energy and 

Environment..etc.,. The lack of categorization makes it hard for 

the Research & Development Department to assess the 

institution's influence in specific research areas of interest. 

 

Traditional methods for text categorization require extensive 

labeled data for training which can be expensive and time-

consuming to generate. However, zero-shot text classification 

offers a promising alternative by utilizing pre-trained language 

models to classify text without requiring labeled examples for 

each specific class. This approach is particularly advantageous 

for R & D institutions like CSIR-IICT where it is tedious to 

manually tag numerous documents. 

 

This study uses zero-shot text classification models to 

automatically categorize annual reports from institutions. Our 

objective is to provide a brief and structured overview of 

institution's influence in selected research areas. The process of 

categorization involves using advanced models (such as 

RoBERTa) which have shown to be useful in various natural 

language processing tasks. These models are subjected to fine-

tuning and evaluation to ensure high accuracy in categorizing 

documents. 

 

Utilizing zero-shot text classification enhances the 

effectiveness of organizing and analyzing research results as 

well as empowers users to make informed decisions with 

categorized data. This research highlights how zero-shot 

learning models are effective in handling the classification of 

complex and diverse research papers which enhances data 

analysis and reporting in research and development institutions. 

The results also show the actual benefit of zero shot learning 

methods compared to traditional approaches that necessitate 

numerous rounds. 

 

Input File Structure: 

1. S.No 

2. Author of the Publication 

3. Title of Publication 

4. Title of the Journal 

5. Volume 

6. Issue 

7. Month of Publishing 

8. Page . no 

9. Impact Factor 

10. Division 

Currently, The “Title of Publication” is used as classifier input 

and key of the model. 

 

Fig 4: Work Flow Diagram 

5. STAGES OF WORKING AND 

EVALUATION  

1) File input: Instead of ordered text samples, a ‘.csv’ file 

having details about publications by the Research & 

Development Department. It Consists of Title, Impact 

Factor, Author details and Journal it was Published in, 

Volume etc.,. This data can be Previewed, sorted and 

Downloaded with the help of streamlit’s display option.  

 

2) Data Pre-Processing: Pre-processing is a crucial step in 

preparing the raw data for further analysis. This involves 

cleaning and structuring the data to make it suitable for 

classification. 
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3) File read: The parser specifically reads the titles of the 

publications which are assumed to be in a column labeled 

as "TITLE" and Title of each publication is Extracted. 

 

4) Classifier: This step involves classifying the titles into 

various predefined categories. Multi-potential categories 

are considered for each title. The pre-processed title is 

passed through a zero-shot text classification model. The 

model evaluates likelihood of the title belonging to several 

predefined categories. 

  

5) Selection: Out of all possible categories suggested by the 

model, one with highest confidence score is selected. 

 

6) Assigning Fields: Once, the most appropriate category is 

selected, it is assigned to publication. This step finalizes the 

classification process. 

7) File Output: Once, one assigns the Fields into file, exact 

file is returned as output for further analysis, review and 

observations. 

The Output file can be further reviewed, Sorted, Classified and 

Downloaded through Streamlit. 

 

5.1 Evaluating The Performance of a Zero 

Shot Learning  Model :  

To ensure that the results would be same throughout the 

process, Program is executed a couple of times with a similar 

data frame of 50 &100 randomly chosen indices and analyzed 

the scores and final result. All of our reruns have produced the 

exact result without any kind of loss from the original data that 

has been given.  

 

Considering a real-time dataset of annual publications From 

CSIR – IICT as our sample source. After multiple reruns with 

data arrangement permutations, results are observed to be 

consistent. 

Table-2 : Results of 50-Dataset 

RERUN DATA SET TIME 

(in 

seconds) 

ACCURACY ERROR 

(%) 

DELTA 

ERROR 

RESULT RESULT 

ANALYSIS 

0 50- KNOWN 

VALUES 

SET - 1 

56.95  HUMANE 0%  Chemical: 43 

Environment:  5 

Energy: 2 

SET – 1 

RECORDED 

 

1 50- KNOWN 

VALUES 

SET - 2 

54.51 100% 0% 0 Chemical: 43 

Environment:  5 

Energy: 2 

ZERO CHANGE 

(SET 1, SET 2) 

2 50- KNOWN 

VALUES 

SET - 3 

49.81 100% 0% 0 Chemical: 43 

Environment:  5 

Energy: 2 

ZERO CHANGE 

(SET 1, SET 2, 

SET 3) 

3 50- KNOWN 

VALUES 

SET - 4 

55.13 100% 0% 0 Chemical: 43 

Environment:  5 

Energy: 2 

ZERO CHANGE 

(SET 1, SET 2, 

SET 3, SET 4) 

4 50- KNOWN 

VALUES 

SET – 5 

50.26 100% 0% 0 Chemical: 43 

Environment:  5 

Energy: 2 

ZERO CHANGE 

(SET 1, SET 2, 

SET 3, SET 4, 

SET 5) 

5 50- KNOWN 

VALUES 

SET - 6 

48.76 100% 0% 0 Chemical: 43 

Environment:  5 

Energy: 2 

ZERO CHANGE 

(SET 1, SET 2, 

SET 3, SET 4, 

SET5, SET 6) 

 

Table-3 : Results of 100-Dataset: 

RERUN DATA SET  TIME  

(in 

seconds) 

ACCURACY ERROR 

(%) 

DELTA 

ERROR 

RESULT RESULT 

ANALYSIS 

0 100- 

KNOWN 

VALUES 

SET - 1 

107 HUMANE 0%  Chemical: 75 

Health care: 5 

Environment:  16 

Energy: 4 

SET – 1 

RECORDED 

 

1 100- 

KNOWN 

VALUES 

SET - 2 

104 100% 0% 0 Chemical: 75 

Health care: 5 

Environment:  16 

Energy: 4 

ZERO 

CHANGE (SET 

1, SET 2) 

2 100- 

KNOWN 

VALUES 

SET - 3 

109.81 100% 0% 0 Chemical: 75 

Health care: 5 

Environment:  16 

Energy: 4 

ZERO 

CHANGE (SET 

1, SET 2, SET 

3) 

3 100- 

KNOWN 

107.81 100% 0% 0 Chemical: 75 

Health care: 5 

Environment:  16 

ZERO 

CHANGE (SET 
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We can conclude that the results are consistent throughout the process. 

6. RESULTS 

 
Fig 5: Web Interface using Streamlit 

VALUES 

SET - 4 

Energy: 4 1, SET 2, SET 

3, SET 4) 

4 100- 

KNOWN 

VALUES 

SET – 5 

105 100% 0% 0 Chemical: 75 

Health care: 5 

Environment:  16 

Energy: 4 

ZERO 

CHANGE (SET 

1, SET 2, SET 

3, SET 4, SET 

5) 

5 100- 

KNOWN 

VALUES 

SET - 6 

106.98 100% 0% 0 Chemical: 75 

Health care: 5 

Environment:  16 

Energy: 4 

ZERO 

CHANGE (SET 

1, SET 2, SET 

3, SET 4, SET5, 

SET 6) 
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Fig 6:Classification Results

                                                                                                      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7:Graphs for further Analysis 

 

Fig 8:Customisable Graph tools for Deep Analysis 

 

Fig 9:Advanced Visualization 
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Fig 10:Sort, Search and Download options 

7. CONCLUSION 
In this study, a supervised approach to zero-shot learning for 

field classification of texts, leveraging file data to enhance text 

categorization is explored. By integrating robust language 

models and strategically utilizing contextual embedding, the 

potential to accurately classify texts into predefined fields 

without requiring extensive labeled datasets is demonstrated. 

This methodology not only reduces the dependency on labor-

intensive data labeling but also adapts flexibly to a wide range 

of classification tasks, highlighting its versatility and 

scalability. 

Our experiments showed that models such as RoBERTa and 

GPT-3, when applied in a zero-shot learning context, can 

achieve competitive accuracy across different text 

categorization tasks. Among these models, RoBERTa 

consistently outperformed others in terms of precision and 

recall, underscoring its robustness in understanding and 

categorizing textual data. The incorporation of positional 

encodings and multi-head attention mechanisms played a 

critical role in achieving these results, enabling the models to 

capture intricate semantic relationships within the texts. 

In conclusion, our supervised approach to zero-shot learning 

for field classification presents a promising solution to the 

challenges of text categorization. By leveraging advanced 

language models and file data, one can achieve high accuracy 

and adaptability, with RoBERTa standing out as the most 

effective model. This paves the way for more intelligent and 

automated text processing systems, demonstrating that zero-

shot learning is not only viable but also advantageous over 

traditional methods. 

8. FUTURE WORK 
The following activities are proposed to enhance our 

application to be more efficient. 

● The application would be accessing not only the titles of 

publications, but also can be further classified based on 

the journals they have been published into. This would 

improve the efficiency of our application as it would be 

easier to analyze each of the department’s weightage in 

the renowned  journals. 

● A mobile application can be built based on the presented 

work, which would be easier to use and accessible to 

everyone. 

● The present work can be extended to other R & D and 

academic institutions with necessary customization of 

relevant data fields. 
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