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ABSTRACT

The goal of this research is to develop a classification program
using K-Nearest Neighbors (KNN) method in Python.
Classification helps to predict the categories of data by
comparing the features of test and input data. The distances
between the test and input data are measured and sorted to find
the (k) nearest neighbors. Then, the predicted category of data
is determined by the most common vote among the nearest
neighbors.

The basic steps of classification using k-nearest neighbors are
explained: preparing observed data, preparing test data,
computing distances, sorting distances, computing neighbors,
performing majority voting, computing predictions, computing
confusion matrix, and computing model accuracy.

The developed program was tested on an experimental dataset.
The program successfully performed the basic steps of
classification using k-nearest neighbors and provided the
required results.
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1. INTRODUCTION

In recent years, machine learning has played a major role in the
development of computer systems. Machine learning (ML) is a
branch of Artificial Intelligence (Al) which is focused on the
study of computer algorithms to improve the performance and
efficiency of computer programs [1-14].

Classification is one of the important applications of machine
learning. It is sharing the knowledge between the related fields:
machine learning, programming, data science, mathematics,
statistics, and numerical methods [15-19].
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Fig 1: Field of Classification

In this paper, classification is applied using k-nearest neighbors
to predict the categories of data by comparing the features of
test and input data. Classification has a wide range of
applications in different fields such as industry, business,
education, marketing, advertising, medicine, public health,
agriculture, environment, climate change, etc.
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2. LITERATURE REVIEW

The review of literature revealed the major contributions in the
field of classification using k-nearest neighbors [20-27].

In general, algorithms in machine learning are divided into
three main types: supervised, unsupervised, and reinforcement.
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Fig 2: Types of Machine Learning Algorithms

Classification is a supervised learning algorithm, in which the
data is labeled and the algorithm can make predictions based
on the features of data.

Classification is applied using k-nearest neighbors. It helps to
find the nearest neighbors and predict the category of data by
selecting the most common vote among the nearest neighbors.

K-nearest neighbors was first developed in 1951 by Evelyn Fix
and Joseph Hodges [28]. Then, it was expanded by Thomas
Cover and Peter Hart in 1967 [29].

The fundamental concepts of classification using k-nearest
neighbors are explained in the following section.

Classification:

Classification is an important algorithm in machine learning. It
helps to predict the categories (or classes) of data by comparing
the features of test and input data.

The concept of classification is illustrated in the following

diagram:
Test Input Output
Data Data Data Predictions
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Features
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Fig 3: Explanation of Classification
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K-Nearest Neighbors:

K-Nearest Neighbors (KNN) is a classification method used to
predict the categories of data. The distances between the test
and input data are measured and sorted to find the (k) nearest
neighbors. Then, the majority voting is performed to determine
the category of data by selecting the most common vote among
the nearest neighbors.

The concept of k-nearest neighbors is illustrated in the
following diagram:
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Fig 4: Explanation of K-Nearest Neighbors

Measuring Distance:

There are different methods used to measure the distance
between two points. For example, Euclidean distance,
Manhattan distance, Minkowski distance, and Chebyshev
distance.

The different methods of measuring distance are explained in
the following section.

Euclidean Distance:
The Euclidean distance is the direct distance between the two
points.

(X2, y2)

(X1, 1)
Fig 5: Explanation of Euclidean Distance

It is computed by the following formula:

Distance = \/(x1 )2+ 0, —»,)? M

Manhattan Distance:
The Manhattan distance is the sum of the horizontal and
vertical distances between the two points.
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Fig 6: Explanation of Manhattan Distance
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It is computed by the following formula:

Distance = |x; —x,| + |y1 —y2| ?2)
Minkowski Distance:
The Minkowski distance is a generalization of both the

Euclidean and Manhattan distances.
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Fig 7: Explanation of Minkowski Distance

It is computed by the following formula:

1
Distance = ( [x; —x,IP + |y1 —y2|p )P 3)
Chebyshev Distance:

The Chebyshev distance is the maximum of horizontal and
vertical distances between the two points.
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Fig 8: Explanation of Chebyshev Distance
It is computed by the following formula:
Distance = max( |x; — x|, |y, —»,|) 4)
Note: In this research, the Euclidean distance is applied.

The steps of k-nearest neighbors' method are explained in the
following algorithm:

Algorithm 1: K-Nearest Neighbors Method

# Observed Data

X=[..1]

Y=[..]

# Test Data

X test=_..1]

# Predictions

predictions =]

for point in X_test do
distances = compute_distances(X, point)
distances = sorted(distances)
neighbors = compute_neighbors(distances, k, Y)
max_vote = majority_voting(neighbors)
prediction = max_vote
predictions.add(prediction)

end for

Confusion Matrix:

Confusion matrix is a statistical tool used to summarize the
results of the classification model. It is represented as shown in
the following diagram:
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Fig 9: Representation of Confusion Matrix

Where:  TP: is the number of true positives.
TN: is the number of true negatives.
FP: is the number of false positives.
FN: is the number of false negatives.

Model Accuracy:

The accuracy of the classification model is defined as the
number of correct predictions divided by the total number of
predictions. It is computed by the following formula:

TP + TN
TP + TN + FP + FN

©)

Accuracy =

Classification System:
The classification system is explained in the following outline:

Input: Observed data (X, Y).

Output: Predicted data (Yp).

Processing: The observed and test data are prepared for
processing. First, the distances between the test and input data
are measured using the Euclidean distance. Then, the distances
are sorted in ascending order to find the (k) nearest neighbors.
After that, the predicted category of data is determined by
selecting the most common vote among the nearest neighbors.

Observed Data
X, Y)

l

Classification
System

l

Predictions
(Yp)
Fig 10: Diagram of Classification System

Python:

Python [30] is a general high-level programming language. It
is simple, easy to learn, and powerful. It is the most popular
programming language for the development of machine
learning applications.

Python provides additional libraries for different purposes such
as Numpy [31], Pandas [32], Matplotlib [33], NLTK [34],
SciPy [35], and SK Learn [36].

In this research, the standard functions of Python are used
without any additional library.
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3. RESEARCH METHODOLOGY
The basic steps of classification using k-nearest neighbors
are: (1) preparing observed data, (2) preparing test data, (3)
computing distances, (4) sorting distances, (5) computing
neighbors, (6) performing majority voting, (7) computing
predictions, (8) computing confusion matrix, and (9)
computing model accuracy.

Preparing Observed Data

. Preparing Test Data

. Computing Distances

. Sorting Distances

. Computing Neighbors

. Performing Majority Voting

. Computing Predictions

. Computing Confusion Matrix
. Computing Model Accuracy
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Fig 11: Steps of Classification
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Fig 12: Flowchart of Classification

The steps of classification using k-nearest neighbors are
explained in the following section.

1. Preparing Observed Data:

21



The observed data (X, Y) is obtained from the original source
and converted into lists in the following form:

X = [[xo,0, Xo,1, X0,2/ «-., Xo0,n-1],
[X1,0, X1,1, X1,2, «+., Xi,n-1],
[Xm-1,0, Xm-1,1, Xn-1,2, .y Xm-1,n-1]]

Y = [yo, Yi, Y2, «..;, ¥Yn-1]
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for cat in categories:
votes.append ([neighbors.count (cat),
cat])
sorted votes = sorted(votes, reverse=True)
max_vote = sorted votes[0][1]
return max vote

2. Preparing Test Data:
The test data is obtained from the original source and converted
into lists in the following form:

7. Computing Predictions:
The predictions (Yp) are computed for each point in the test data
(X_test). It is done by the following code:

X _test = [[Xo,0, Xo0,1, X0,2/ «.., Xo,n-1],
[X1,0, X1,1, X1,2, .., Xi,n-1],
[Xe-1,0, Xt-1,1, Xt-1,2, ., Xe-1,n-1]]

Y test = [yo, vi, Y2, .., Ye-1]

Yp = []
for i in range(m):
distances = compute distances (X, X test[i])
distances = sorted(distances)
neighbors = compute neighbors(distances,
k, Y)
max vote = majority voting(neighbors)
prediction = max vote

Yp.append (prediction)

3. Computing Distances:

The distances are computed between each point in the test data
(X_test) and the points in the input data (X). It is done by the
following code:

8. Computing Confusion Matrix:
The confusion matrix of the classification model is computed
by the following code:

def compute distances (X, point):
distances = []
for i in range(len(X)):
distance = euclidean (X[i], point)
distances.append([distance, 1i])
return distances

ncat = len(categories)
CM = zeros(ncat, ncat)
for t in range(len(Y test)):
for i in range(ncat):
for j in range(ncat):
if (Y test[t]==1i and ¥Yp[t]==3]):
CM[i][J] += 1

The Euclidean distance between two points is computed by the
following code:

def euclidean(xl, x2):

sum = 0
for i in range(len(xl)):
sum += (x1[1i] - x2[1])**2

return math.sqgrt (sum)

9. Computing Model Accuracy:
The accuracy of the classification model is computed by the
following code:

4. Sorting Distances:

The distances are sorted in ascending order by the distance
value using the standard function sorted(). It is done by the
following code:

def compute_ accuracy(Y_test, Yp):

sum = 0
for i in range(len(Y test)):
if (Y _test[i] == Yp[i]):
sum += 1

return sum/len (Y test)

distances = sorted(distances)

5. Computing Neighbors:
The neighbors are computed by selecting the first (k) items in
the distances list. It is done by the following code:

def compute neighbors(distances, k, Y):
neighbors = []
for i in range (k) :
index = distances[i][1]
neighbors.append (Y [index])
return neighbors

4. RESULTS AND DISCUSSION

The developed program was tested on an experimental dataset
from Kaggle [37]. The program performed the basic steps of
classification using k-nearest neighbors and provided the
required results. The program output is explained in the
following section.

Observed Data:
The observed data (X, Y) is printed as shown in the following
view:

6. Performing Majority Voting:

The majority voting is performed to determine the category of
data by selecting the most common vote among the nearest
neighbors. It is done by the following code:

def majority voting(neighbors):
votes = []

X Y
0 5.4 3 4.5 1.5 1
1 4.6 3.2 1.4 0.2 0
2 6.7 2.5 5.8 1.8 2
3 4.9 3 1.4 0.2 0
4 5 2.3 3.3 1 1
5 6.7 3.3 5.7 2.5 2
6 7.2 3.2 6 1.8 2
7 5.8 2.6 4 1.2 1
8 6.7 3.1 4.7 1.5 1
9 5.1 3.8 1.6 0.2 0
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Test Data:
The test data (X,_test, Y_test) is printed as shown in the
following view:

X test Y test
0: 6.4 2.8 5.6 2.1 2
1: 5.7 3.8 1.7 0.3 0
2: 7.4 2.8 6.1 1.9 2
3: 7.6 3 6.6 2.1 2
4: 7.3 2.9 6.3 1.8 2
5: 6 2.9 4.5 1.5 1
6: 6 2.7 5.1 1.6 1
7 5.8 4 1.2 0.2 0
8: 5.4 3.9 1.7 0.4 0
9: 6.3 2.8 5.1 1.5 2

Predictions:
The predictions (Yp) are printed as shown in the following
view:

Y test Yp
0: 2 2
1: 0 0
2: 2 2
3: 2 2
4: 2 2
5: 1 1
6: 1 2
7 0 0
8: 0 0
9: 2 2

Confusion Matrix:
The confusion matrix of the classification model is printed as
shown in the following view:

Confusion Matrix:

0 16 0 0
1 0 4 1
2 0 0 9

The confusion matrix is plotted using the matplotlib library. It
is plotted as shown in the following chart:
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Fig 13: Confusion Matrix Plot

The plot shows that the predicted data (Yp) is strongly related
to the test data (Y_test).
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Model Accuracy:
The accuracy of the classification model is printed as shown in
the following view:

Accuracy = 0.9666666666666667

The model accuracy is very high (about 97%) which indicates
that the predicted data strongly fits with the observed data.

Testing Model Accuracy:
The model accuracy is tested for different (k) values (from 1 to
20). The result is plotted as shown in the following chart:

Testing Model Accuracy
1.00

0.75 1

0.50

Accuracy

0.25 1

1 2 3 45 6 7 8 91011121314151617 181920
K Value

Fig 14: Model Accuracy vs K Value

The plot shows that the model accuracy is very high (about
97%) for different (k) values which indicates that the
classification model is very accurate.

In summary, the program output shows that the program has
successfully performed the basic steps of classification using k-
nearest neighbors and provided the required results.

5. CONCLUSION

Machine learning is playing a major role in the development of
computer systems. It helps to improve the performance and
efficiency of computer programs.

Classification is one of the important applications in machine
learning. It is applied using the k-nearest neighbors' method.
The distances between the test and input data are measured and
sorted to find the (k) nearest neighbors. Then, the majority
voting is performed to determine the category of data by
selecting the most common vote among the nearest neighbors.

In this research, the author developed a program to perform
classification using k-nearest neighbors in Python. The
developed program performed the basic steps of classification
using k-nearest neighbors: preparing observed data, preparing
test data, computing distances, sorting distances, computing
neighbors, performing majority voting, computing predictions,
computing confusion matrix, and computing model accuracy.

The program was tested on an experimental dataset and

provided the required results: distances, neighbors, predictions,
confusion matrix, and model accuracy.
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In future work, more research is needed to improve and develop
the current methods of classification using k-nearest neighbors.
In addition, they should be more investigated on different
fields, domains, and datasets.
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