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ABSTRACT 
Speech is a crucial communication tool and Text-to-Speech 

systems are revolutionizing the world by enabling disabled 

persons to access information and achieve independence. This 

study investigates the relevance and effects of speech synthesis 

systems in enhancing the independence and accessibility of 

people with visual impairments. An overview of voice 

synthesis technology, followed by categories of speech 

synthesis systems is given in this study. Studies that increase 

BVIPs' freedom and accessibility are also considered in the 

analysis. To evaluate the speech quality of synthesis systems in 

terms of naturalness and intelligibility, the pilot study is carried 

out utilizing the gTTS, pyttsx3, SpeechT5, and Bark models. It 

has been observed that SpeechT5 and pyttsx3 are performing 

very well in terms of naturalness and intelligibility. 
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1. INTRODUCTION 
Vision is the most important sense organ in the human body 

and 80% of information is perceived by vision. 

Blindness/Vision impairment negatively affects the quality of 

life and increases the economic burden globally [1]. A study of 

2044 participants was undertaken to determine the significance 

of eye health in the US population. The study indicated that 

having a strong vision is essential to overall health and losing 

eyesight is more detrimental to health than hearing, memory, 

speech, or limb loss [2]. 7.08 million US population is predicted 

to have visual acuity loss, of these, 1.08 million are blind. Of 

them, 1.62 million people with reduced vision are under 40 

years old [3]. More than 25% of Indians over the age of 50 are 

visually impaired, according to the National Blindness and 

Visual Impairment Survey 2015–2019. Blindness is 

significantly correlated with illiteracy and older age. Cataracts, 

corneal opacity (CO), cataract surgical complications, etc., 

were the leading causes of blindness [4][5]. 

The Blind/Visually impaired persons (BVIPs) face numerous 

obstacles in their quest for information and independence. The 

accessibility and usability of traditional methods of accessing 

information, like braille or audio recordings, also have 

limitations. Consequently, an efficient and user-friendly 

solution is required to improve the accessibility and 

independence of the visually impaired. The assistive 

technology for BVIPs market is anticipated to reach US $4.2 

billion globally in 2023 and expand at a 13.1% compound 

annual growth rate (CAGR) from 2023 to 2033[6]. Few 

technological devices are available for BVIPs like screen 

readers [7], NVDA (Non-Visual Desktop Access) [8], JAWS 

(Job Access With Speech) [9], OrCam MyEye [10] that convey 

visual information audibly, The vOICe (visual-to-auditory) or 

BrainPort sensory substitution devices (SSDs), which convert 

visual data into audio  [11], smart cane [12], smart glasses [13], 

Tactile graphics [14], Computer Algebra System Aimed at 

Visually Impaired People (CASVI) [15], etc. The main form of 

interpersonal communication is speech. For many years, 

researchers have been working on synthetic creation of speech. 

Stewart unveiled the first complete electrical synthesis 

apparatus in 1922. Although many synthesizers have been 

designed with excellent intelligibility and naturalness, 

achieving genuine sound quality remains difficult. It has been 

observed that if a person lacks one of the sense organs, the 

capability of other senses is enhanced. Danielle Bragg et al. 

[16] conducted a study on 453 participants to study the human 

listening rates and the effect of textual intricacy. It has been 

observed that experienced users prefer robust voices at rapid 

speeds, whereas inexperienced users prefer speech that sounds 

human. 120–180 words per minute is the average speaking rate. 

A few people who use screen readers adjust the speed to 500 

words per minute. It was concluded that BVIPs typically listen 

at a higher rate than sighted persons. Notably, BVIP students at 

the University have also been surveyed regarding speech-based 

outputs, listening rates, preferences, and pitch. BVIPs claim a 

preference for speech-based output, and occasionally become 

tired of listening to voices and turn to Braille systems. Second, 

as the years have gone by, their listening rates have accelerated. 

Thirdly, it has been observed that people prefer the voices of 

men and women opposite their genders, but the clarity, 

naturalness, and calming quality of the voice ultimately 

determine which one to choose. BVIPs don't like synthetic 

voices and find it annoying. 

Speech synthesis systems can improve their ability to access 

different types of written content such as books, documents, 

websites, and digital media. BVIPs will be able to lead more 

autonomous and satisfying lives as a result. Through utilizing 

technological developments and addressing the shortcomings 

of current approaches, researchers can work to close the 

accessibility gap and improve inclusivity for BVIPs. Speech-

based technologies that support BVIPs in their daily activities, 

that promote independence and accessibility are the main focus 

of this study. For the benefit of the blind community, it is hoped 

that the knowledge and insights shared in this work will 

stimulate more investigation, creativity, and cooperation in the 

field of voice synthesis technology. 

This article has the following structure. The overview of speech 

synthesis systems is discussed in Section 2. Studies on TTS that 

promote BVIPs' independence and accessibility are covered in 

Section 3. The studies on natural language processing are 

considered in Section 4, and experiments for assessing speech 

quality are performed in Section 5. The conclusion is provided 

in Section 6. 
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2. OVERVIEW OF SPEECH SYNTHESIS 

SYSTEMS 
Text-to-speech (TTS), or speech synthesis, is a technology that 

translates written text into spoken words. To produce speech 

that sounds human, computer algorithms, deep learning 

models, transformers, corpus-based systems, and artificial 

voices are used in this procedure. Speech synthesis is used in 

many different applications, such as telecommunications, 

vocally disabled persons, voice assistants, e-governance 

services, navigation systems, accessibility features for those 

with vision impairments [17], and more. The basic steps 

involved in the speech synthesis systems are shown in Fig. 1 

[18]: 

Fig 1: Flow of Text-to-Speech Synthesis 

1. Text Analysis and Normalization: The input text 

is first examined by the system to recognize words, 

punctuation, and other linguistic components and put the 

content into a uniform format to improve speech and processing 

[19]. For example, the input sentence "The quick brown fox 

jumps over the lazy dog." In terms of text analysis, it can be 

broken down as follows: 

- It consists of 43 characters, including spaces and 

punctuation. 

- There are 9 words in the sentence. 

- The sentence contains all 26 letters of the English alphabet. 

- It is a simple declarative sentence with a subject ("fox") and 

a verb ("jumps"). 

In text normalization, spelling or grammatical errors are 

corrected, abbreviations are expanded and ensure consistent 

formatting. 

2. Text to Phoneme Generation: The system then 

generates phonemes, the basic units of sound in a language, 

based on the text analysis. For example, the alphabet of the 

International Phonetic Association contains diacritical marks, 

phoneme symbols, and other symbols related to speech. 

3. Prosody Generation: The patterns of stress and 

intonation in speech are referred to as prosody. To enhance the 

naturalness of the synthesized speech, the system produces 

prosodic elements. The pitch, tone, and tempo of the synthetic 

voice are all modeled to give the speech a more realistic feel. 

Prosody, or speech rhythm, emphasis, and intonation, is also 

thought to improve the synthetic voice's naturalness. 

4. Waveform Generation: Finally, the system creates a 

waveform, the real sound signal that symbolizes the synthetic 

speech by converting the phonemes and prosody data. 

2.1 Categories of Speech Synthesis Systems 
Speech synthesis systems are broadly divided into three 

categories as shown in Fig. 2 [20]. 

 

Fig 2: Categories of Speech Synthesis Systems 

2.1.1 Concatenative Synthesis: In this method, short, pre-

recorded audio clips known as "units" or "grains" are combined 

to produce new sounds in digital audio processing. These time 

intervals are usually very short, lasting anywhere from a few 

milliseconds to a few hundred milliseconds. Complex and 

human-like sounds that imitate genuine or artificial sources can 

be produced by choosing and placing these elements in a 

particular order. To achieve smooth transitions between the units 

and a coherent and continuous sound output, concatenative 

synthesis uses algorithms that examine the spectral and temporal 

properties of the units. Concatenative synthesis is further divided 

into domain-specific synthesis, phoneme synthesis, and unit 

synthesis systems [20].  

2.1.2 Articulatory Synthesis: This technique simulates the 

locations and motions of the articulatory organs—such as the 

tongue, lips, and vocal folds that are used to produce speech. By 

simulating the physiological mechanisms involved in human 

voice creation, it seeks to produce speech. These are 

computational simulations of the articulatory organs' motions 

and locations [21]. 

2.1.3 Formant Synthesis: It modifies the formants of the 

human vocal tract to produce artificial speech. The resonant 

frequencies that the vocal tract produces during speech 

production are called formants [21]. Speech that sounds 

understandable and natural can be produced by adjusting the 

frequencies and amplitudes of these formats. To extract the 

formant frequencies and amplitudes from recorded speech, 

software is needed that can analyze speech. This software aids 

in recognizing the traits of various phonemes and formants. 

Software like Wavesurfer, Praat, or specialist formant analysis 

tools are a few examples of this type. After extracting formant 

information, software is needed to manipulate formant 

frequencies and amplitudes to create phonemes and words. 

Some software includes Festival, espeak, Klatt, and Linear 

Predictive Coding Synthesizer. 

All the synthesis systems have some pros and cons. 

Concatenative synthesis provides naturalness [22] and 

intelligibility like real human voice but glitches, high memory 

requirements, and time consumption are some of the limitations. 

In concatenative, unit synthesis is a widely used method that is 

based on corpus[20]. Formant synthesis is based on the source-

filter model and produces more sounds compared to 

concatenative synthesis but audio output is more robotic and 

unnatural. Formant synthesis is a technique used by many TTS 

systems to produce speech from text input.  Instead of using 

phonetic representations to control the formant synthesis 

process, these systems use linguistic rules and algorithms to 

convert written text into phonetic representations. Some of the 

text-to-speech systems that use formant synthesis are Apple's 

Siri, Microsoft Speech Platform, and Google Text-to-Speech. 

Articulatory synthesis is a very sophisticated speech production 

system and is difficult to implement. To evaluate speech output 

quality, Mean Opinion Score (MOS) is a widely used method. 

 

3. TEXT-TO-SPEECH SYSTEMS THAT 

BOOST BVIPS' INDEPENDENCE AND 

ACCESSIBILITY 
As discussed in Section 1 BVIPs have good listening 

capabilities and prefer speech-based systems for assistance and 

learning. Speech synthesis systems can enhance their access to 

various textual material, including books, mathematical 

documents, webpages, and digital media, improve surrounding 

accessibility, and can use various systems like email systems, 

ChatGPT, etc., as normal beings. Fig. 3 shows the speech-based 

technologies used by BVIPs. Advancements in assistive 
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devices and speech-based technologies have the potential to 

enhance accessibility, independence, and Social Inclusion to 

mitigate the challenges faced by BVIPs in life [1]. This will 

enable them to live more independent and fulfilling lives. This 

section considers the studies that improve accessibility and 

independence for BVIPs based on speech systems.  

 
 

Fig 3: Speech-Based Technologies for BVIPs 

Malathi D et al. [23] developed a voice-activated email system 

that enables BVIPs to send and receive emails independently. 

Training and testing are done with convolutional neural 

networks. The system is separated into two parts. A speech 

recognition system that can identify a voice, and translate it to 

text, and Text to speech converter that uses the gTTS module 

in Python to convert text to speech. The system is tested for 

actual users.  

G.Nirosha and Dr. Velmani Ramasamy [24] proposed a sign-

to-speech conversion system for older people, mute 

communities, and physically disabled persons. Flex sensors are 

used for sign conversion to voice and a 3.5mm audio jack is 

used for audio output. Raspberry Pi microprocessor is used.  

 R. Prabha et al. [25] designed a Vivoice device that can 

identify objects. It consists of a Raspberry Pi 3 module, 

earphones, a push switch, and a camera. Images are taken with 

a CMOS camera and processed using Python's Tesseract OCR 

package. To convert text to speech, eSpeak is utilized. 

Ashveena A et al.[26] proposed a speech-based object 

identification and recognition system. The ultrasonic camera is 

used for capturing the image and a single shot detection 

algorithm is used for identifying and converting the image to 

text and it uses the pyttsx3 package for speech synthesizing. 

Tahani Jaser Alahmadi et al. [27] proposed the 

YOLOv4_Resnet101 model for object identification, and 

obstacle detection and provides real-time auditory output about 

the object to BVIPs. pyttsx3 library is used for audible output. 

Yi-Chin Huang and Cheng-Hung Tsai [28] suggested a 

methodical approach to building a voice interface, with 

automated speech recognition and customized speech synthesis 

that would allow BVIPs to understand their surroundings. For 

speech synthesis, an HMM-based Mandarin speech synthesis 

system is employed.  
Valbon Ademi and Lindita Ademi [29] discussed the use of 

optical character recognition (OCR) and text-to-speech 

technology for visually impaired people. The paper highlights 

the development of camera-based products for reading printed 

text. The paper also discusses concatenative synthesis, norm-

based synthesis, and MFM-based synthesis. Researchers also 

discussed the limitations of types i.e. Database size increased 

when different phonetic contexts had to be considered. The 

norm-based synthesis produced mechanical sound. Developing 

norms for controlling synthesis is difficult. Sneha.C.Madre et 

al.  [30] used an OCR to convert the image to text and then 

matlab16 TTS was used for speech conversion. Vagdevi 

Adusumilli et al. [31]proposed a vision-based assistive system 

that can provide voice-based assistance in Telugu and English 

language. Tesseract is used for optical character recognition 

(OCR) and Python TTS is used for audio output. Sameer 

Agrawal and Neelam Agrawal's [32] study is based on OCR 

and audio conversion using the gTTS (Google text-to-speech 

Conversion) package. For character recognition, CNN is used. 

P. Swetha et al. [33] proposed a TTS and image recognition-

based AI assistant for VIPs. Used Raspberry Pi camera, GPS 

module, and ultrasonic sensor for navigation and eSpeak 

synthesis for audio output.  
Safiya K M and R Pandian [34] proposed a real-time photo 

captioning system based on audio output. Three models 

VGGNet-16, ResNet-152, and MobileNet-V3 are trained on 

the Flickr30k dataset having a total of 31k photos, 8k photos 

from Flickr8k, and 2k custom dataset with five matching 

captions each and VGGNet-16 is selected for deployment on 

raspberry pi and TTS API is used for TTS conversion.  

Indrianto et al. [35] proposed a Finite state automaton (FSA) 

based voice system for a health monitoring system in the 

Indonesian language. FSA processes the beats per minute, 

temperature, and spo2 data and converts it into audio. Ervasti et 

al. [36] proposed a BlindsNFC (Near Field Communication) 

based medication management system for VIPs. NFC-based 

PDA reads aloud the dosage and medicine name by touching 

the medicine packet. This system is tested on 39 elderly people 

suffering from vision impairment in Spain and Finland. It was 

found that elderly VIPs learned, used, and showed great 

satisfaction with the BlindNFC device. 

Branko LuIiT et al. [37] focused on the importance and creation 

of educational applications based on speech systems for BVIPs 

in the Serbian language. Two applications Lugram and 

Mastermind are created based on voice commands and results 

are encouraging after initial mentoring in BVIPs. For playing 

these games the keyboard is used as a tactile device and for 

voice commands ASR application is used. Concatenative and 

hidden Markov models are used for building a TTS system. 

Evaluation of these applications is challenging because of the 

constant feedback. Amjad Ali and Shah Khusro [38] proposed 

a speech-based SA-MEAS (Sympy-based Automated 

Mathematical Equation Analysis and Solver) software 

application to enhance accessibility to mathematics and 

learning among BVIPs. This application is used for solving and 

analyzing mathematical equations. Pyttsx3 is used for text-to-

speech conversion. The main limitation of this application is 

unclear voice, lack of analysis, and solution in TTS. M. Khan 

et al.[39] presented a voice-based tool for text correction. The 

tool can be used as a text editor and utilizes Google text-to-

speech and speech-to-text API for text correction. However, 

this system is not completely speech-based. C. Edirisinghe et 

al. [40] created interactive picture books with touch, smell, and 

sound for BVIP children. The multi-sensory interactive picture 

book was found to be entertaining during the user evaluation 
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with 10 educators and 25 visually impaired students from a 

special school in Malaysia. However, the book is quite simple, 

with only a few pages, and educators prefer lengthier tale books 

with more varied noises. 

D. Vander Wilt et al. [41] audio description of live theater 

shows (musical and non-musical) is provided to BVIPs using 

sound processing techniques. For aligning the audio description 

with live performances, an online time-warping algorithm is 

utilized. Online time warping is a technique that synchronizes 

the two sequences of data that are different in the time domain. 

In this study recorded audio description is used and Apple's 

Tom’s TTS is used for voice. In [42] the value of voice 

interface in smart homes for the elderly is assessed. The 

findings suggested that voice interfaces in smart homes can 

improve safety and independence for the elderly. The voice 

interface makes it possible for the elderly and blind to call for 

assistance from anywhere in the house and helps identify 

distress, falls, and dangerous situations. When it comes to 

speech interfaces, natural voices are preferred over synthetic 

voices.  

Shivang Sunil Singh et al. [43] proposed an object detection 

and prevention system for providing better navigation systems 

for blind persons. This system is based on multiple algorithms 

and technologies such as crowd, object, and distance detection 

algorithms. Text-to-speech algorithms have been used for voice 

messages. For collision detection in real-time, cloud computing 

and machine learning are used. Lilit Hakobyan et al.[44] 

examined assistive devices based on information technologies 

for BVIPs. Researchers focused on tactile representation and 

haptic feedback methods for navigation. The quality of life is 

significantly impacted by visual impairment. The use of 

technology can improve the lives of those who are blind or 

visually impaired. Raihan Bin Islam et al.[45] proposed an 

intelligent system for BVIPs to navigate independently in their 

environment. MobileNetV2 SSDLite technique is used for 

object detection and surrounding environment description. 

Google text-to-speech library generates audio feedback for 

each class label and object detection model files are saved in 

MP3 format when an object is detected, the corresponding MP3 

file is played back to the user for audio feedback, enabling the 

system to generate audio outputs of the detected objects. 

Similarly, Abbineni Charishma et al.[46] proposed OCR and 

audio-based assistive devices for reading books and 

newspapers. In [47][48][49][50] text detection and audio 

feedback are provided. Memoona Mushtaq et al.[51] proposed 

a smart cane that recognized objects and eSpeak for TTS 

conversion. 

Apart from the speech-based studies, review studies are also 

considered to gain in-depth insights into the technologies for 

BVIPs, and drawbacks in existing systems. In this study, 

Muhsin, Zahra J. et al. [1] examined the assistive technologies 

that BVIPs use for navigation, sound-based devices, mobile 

apps, and smartphone-based gadgets. In this study, it is 

observed that assistive devices are underutilized because of the 

lack of BVIP involvement in their development, and the low 

adoption rate in most technologies is caused by their emphasis 

on functionality rather than experience. The majority of 

research was done on navigation systems. White cane obstacle 

detection methods can be enhanced by low-cost and renewable 

energy sources. Better assistive technology solutions may 

result from distinguishing the demands of people who are 

colorblind and partially sighted from those who are completely 

blind. Effective algorithms and multimodal interfaces are 

essential for enhancing assistive technologies' usability for 

BVIP. For assistive aids to be successful and widely accepted, 

BVIP must be included in their creation and testing.  F. Hugo, 

et al. [52] provided a thorough analysis of the BVIPs' use of 

navigation and spatial orientation technology. The study 

discusses many direct sensing-based localization approaches, 

including computer vision, RFID, GPS, and Wi-Fi, and 

highlights their benefits and drawbacks in terms of accuracy, 

dependability, and affordability. M.D Messaoudi et al. [53] 

examined assistive technology, navigation strategies such as 

Wi-Fi, Bluetooth, RFID, and ultrasonic sensors, as well as aural 

feedback solutions for BVIPs. The shortcomings of assistive 

technology were also mentioned by the researchers, along with 

suggestions for ways to increase their mobility both inside and 

outside. While the majority of the techniques make sense in 

theory, it could be unduly complex or arduous for the user in 

actual use. B. Kuriakose et al. [54]examined BVIP navigation 

systems for both indoor and outdoor environments. Moreover, 

Identified the essential components that navigation systems 

lack. Due to the size of the devices, the difficulty of carrying 

them, and the exclusion of BVIPs from design and 

implementation methods, the majority of the solutions are 

theoretical and challenging to put into practice. A. Façanha et 

al. [55] examined the mobility and orientation environments 

intended for indoor navigation. Additionally, it emphasized the 

use of joysticks and spatial audio for orientation support. 

After reviewing the literature, it has been observed that very 

little has been done in the field of speech synthesis and 

recognition in terms of assistive devices. Although very 

advanced systems like Alexa, Siri, etc. are present. In the 

scenario of BVIPs major focus is given to object detection, 

object recognition, screen readers, navigation systems, distance 

measurement, etc. but most of these devices are yet in theory 

the practical implementation of these devices is less because of 

inclusion of BVIPs in designing and implementation is 

nowhere. Most of the devices are not tested on BVIPs and 

feedback is not taken from them. It has also been observed that 

to assist BVIP in navigating their surroundings, technological 

devices can frequently be expensive and contradictory. It has 

been found that most of the devices are proposed but not 

commercially available for BVIPs because of the lack of 

resources. It has been noted that very little is discussed about 

speech-based output in the review studies. It is worth 

mentioning that speech-based output is used in navigation, 

object detection, screen readers, sign-to-speech conversion, etc. 

as discussed above but the quality of speech is not assessed by 

a single study. It was mentioned by researchers in some cases 

that gTTS or pyttsx3 TTS are used, but experiments are not 

performed to test the BVIPs acceptance for these TTS system. 

So, to remove this gap a pilot study is performed in Section 5 

on BVIPs and normal human beings to assess the quality of 

TTS systems. In the next section, natural language processing-

based studies are considered to understand how text-to-speech 

conversion is performed and how speech quality is assessed.  

4. NATURAL LANGUAGE PROCESSING 

SYSTEMS 
Tamrat Delessa Chala et al. [56] developed an Afan Oromo 

language text-to-speech synthesizer based on a unit selection 

synthesis approach. The research involves the collection of a 

text corpus of 1000 sentences from newspapers, and books and 

the recording of sentences in a native speaker’s voice. For 

building the Afan Oromo speech synthesis system, the Festival 

tool is used. Speech synthesizer performance is tested in terms 

of naturalness and intelligibility on 3 users and the MOS score 

for intelligibility is 3.06 and 4.44 for naturalness. Yuxuan 

Wang et al. [57] proposed an end-to-end generative text-to-

speech model based on the attention paradigm and seq2seq 

model. This model synthesizes voice directly from characters 

as input. This model is trained on an internal North American 
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English dataset, which contains about 24.6 hours of speech data 

spoken by a professional female speaker. In US English, 

Tacotron received a subjective mean opinion score of 3.82 on 

a 5-scale. As it uses frame-level autoregressive techniques, it 

operates more quickly than sample-level autoregressive 

models. As frame-level autoregressive methods operate at a 

coarser degree of granularity than sample-level approaches, 

they usually have a lower computing cost. However, it may 

sacrifice some minor details in the generated speech. 

Monika Podsiadło et al. [58] conducted a pilot study on 90 

users of screen readers in three US, Spain, and England 

countries to understand the preferences of VIP/Blind for the 

TTS system. The pilot study tested the naturalness, 

intelligibility, and male/female voice preferences. Male voices 

are preferred if it is narrative and clear. On the other hand, for 

conversation, a female voice is preferred. Voices that are calm, 

pleasant, emotionally neutral, with clear pronunciation, are 

most preferred in TTS systems by users. MOS and AB 

comparison tests were performed. Mukta Gahlawat et al. [59] 

developed a natural-sounding speech synthesizer. For this 

system, a speech corpus was created that consisted of 849 

words and 168 sentences using the neutral, sad, and happy 

emotions of one female speaker. Speech synthesis is performed 

using Matlab TTSBOX. The speech system tested on 10 blind 

persons of age group 14-42 of Akhil Bhartiya Netrahin Sangh, 

Residential School and Training Center for Blinds Raghubir 

Nagar, New Delhi using listening test and naturalness, 

intelligibility, usability, localization awareness, expressions are 

the parameters considered for analysis. Good MOS was 

received for naturalness and usability, and fair MOS for 

intelligibility and localization. 

In [60] vowels are synthesized using the cascade formant 

structure method, and the MOS scores for vowels [a, e, i, o, u] 

are 4.6, 4, 4.5, 4.1, and 4.5, respectively. In [61] Using the DC 

+ SSRN model, ten participants were tested for intelligence and 

naturalness on two datasets: LibriSpeech and VCT-K. The 

results showed a MOS score of 3.47 ± 0.094 for the 

LibriSpeech dataset and 3.56 ± 0.093 for the VCT-K dataset. 

Sangramsing Kayte et al. [62] synthesized 30 sentences using 

a hidden Markov model and unit selection method. Ten 

sentences are used to compute each subject's MOS score. For 

instance, the MOS score for phrase 1 in the unit selection is 5, 

except for subject 8, receives a score of 4. Alakbar Valizada et 

al.[63] evaluates Tacotron and DC TTS, two speech synthesis 

systems based on the Azerbaijani language dataset collected 

over 24 hours from news websites, for both quality and 

intelligibility. Tacotron performed better for the In-Vocabulary 

words, as evidenced by the Mean Opinion Score, whereas DC 

TTS (Deep Convolutional Text-to-Speech) showed superior 

performance for the Out-Of-Vocabulary word synthesis. With 

an MOS of 3.49 ± 0.193, Tacotron performs somewhat better 

than DC TTS, which obtains an MOS of 3.36 ± 0.187.  

The Mean Opinion Scale (MOS) technique is the most popular 

and straightforward way to assess speech quality, it is utilized 

to evaluate the synthesized text. The TTS is rated for 

intelligibility and naturalness using the arithmetic mean of the 

ratings provided by human raters. The corresponding points on 

the scale were Poor, Fair, Good, Very Good, and Excellent, 

ranging from 1 to 5 [23]. 

 

5. PILOT STUDY 
There are various methods used to evaluate text-to-speech 

systems such as subjective test, objective test, one-word 

synthesis evaluation etc. In this study, subjective test is 

performed where listener judges the speech quality using two 

main metrics: naturalness and intelligibility. Naturalness means 

the clarity and fluency of the voice whereas intelligibility refers 

to the accuracy with which the phrases were interpreted. 

To assess the speech quality in terms of naturalness and 

intelligibility of speech synthesis systems a pilot study has been 

conducted using gTTS, pyttsx3, SpeechT5, and Bark models as 

discussed below.  

1. SpeechT5:SpeechT5 is based on transformer 

architecture that generates high-quality output  [64]. 

SpeechT5 model is trained on large text corpus and 

unlabeled speech. SpeechT5 achieved a 2.91 MOS score 

for naturalness and an MOS of 3.65 ± 0.04 on the 460-

hour LibriTTS dataset. 

2. Bark: Bark is a text-to-audio model developed by Suno 

using transformers. Bark can produce a variety of audio, 

such as music, background noise, and basic sound effects, 

in addition to extremely lifelike, multilingual speech [65]. 

3. gTTS: gTTS commonly known as Google Text-to-

Speech API converts text-to-speech and it supports 

several languages like English, French, Hindi, Tamil, etc., 

and by choosing speaker and rate of speech customization 

of speech output is possible. There is one limitation that 

active internet connection is required for gTTS to work 

because text input is processed by the Google server [66]. 

4. pyttsx3: A Python text-to-speech conversion library is 

called pyttsx3. It operates in offline mode. Several TTS 

engines are supported by the library, including espeak, 

nsss, and sapi5 [67]. 

Ten university students voluntarily participated in this study. 

All are of Indian descent, mentally fit, and do not have any 

hearing impairment. All students are from various departments 

of Panjab University Chandigarh. Each participant is given 

detailed information about the experiment and the entire 

method, and the goal of data collection and utilization is 

defined. Before starting the test, students were informed about 

the two-performance metrics naturalness and intelligibility are 

going to be graded from 1-5. Of these Ten students, 5 are 

BVIPs and 5 students are without any disability. Fig. 4 shows 

BVIP subjects listening to the various speeches for grading. 

 

 

 

 

 

 

Fig 4: Subjects Listening to the Various Speeches for 

Grading 

A verbal consent is taken from BVIPs before capturing and 

using their photographs. The following sentence is selected for 

testing the performance of speech synthesis systems. Results of 

performance measures in terms of intelligibility and 

naturalness are shown in Fig. 5 and Fig. 6. 
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“Do it again. Play it again. Sing it again. Read it again. Write it 

again. Sketch it again. Rehearse it again. Run it again. Try it 

again. Because again is practice, and practice is improvement, 

and improvement only leads to perfection.”- Richelle E. 

Goodrich 

Fig 5: Subject wise performance measure TTS in terms of 

Intelligibility 

It has been observed that pyttsx3 and SpeechT5 are performing 

similarly in terms of intelligibility with a MOS value of 4.11 

and 4.22 respectively which means that speech quality is very 

good in terms of Intelligibility. As per BVIP students, excellent 

for SpeechT5, pyttsx3, and gTTS is graded. Similarly, in terms 

of naturalness, the pyttsx3 score is a little better than the 

SpeechT5 score with a MOS value  

 

 
Fig 6: Subject wise performance measure TTS in terms of 

Naturalness 
 

of 4.22. BVIPs have graded both models as excellent for 

naturalness.  

The study's primary weakness is that each test is only 

administered on a single sentence. The speech synthesis system 

needs to be tested on a variety of sentences in order for its 

quality to be accurately assessed. Second, the study only 

included 10 pupils. Five of these ten are BVIPs. The test should 

include more BVIPs. 

 

6. CONCLUSION 
Vision is very important for perceiving the information. But for 

BVIPs speech is of greater importance because, with the help 

of speech synthesis technology, their lives are progressing 

toward independence and self-sufficiency in terms of 

information access and movement. This paper reviews the 

research that uses speech synthesis technology to increase 

BVIPs' independence and accessibility. It has been observed 

that all the focus has been given to object detection, 

recognition, mathematical tools, screen readers, etc., but the 

quality of speech-based systems has not been given that much 

importance. Studies on natural language processing have also 

been explored and it is concluded that naturalness and 

intelligibility are very crucial for good speech synthesis 

systems, especially for BVIPs. Four Speech synthesis systems 

pyttsx3, gTTS, SpeechT5, and Bark are used to test the quality 

of speech. It has been observed that SpeechT5 and pyttsx3 are 

the best systems in terms of naturalness and intelligibility. In 

the future, the speech quality of models will be tested on more 

subjects, and multi-sentence testing on the same model will be 

performed. Other performance metrics will also be explored.   
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