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ABSTRACT

Protein is essential for all life processes, playing crucial roles such
as providing structural integrity to the body and facilitating the
transport of various substances within it. Understanding protein
functions is critical for advancing biological science, as it aids in
the improvement, regulation, and maintenance of numerous bio-
logical systems. Various methods exist to predict the functions of
proteins with unknown roles, but many are time-consuming, com-
plex, and costly. This study introduces a novel method that offers
higher accuracy in predicting protein functions. It is easier, faster,
and less expensive compared to many existing techniques. This
new approach employs the Markov Clustering (MCL) Algorithm
to cluster protein networks, followed by the application of the ma-
jority rule [3, 36] to predict protein functions.
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1. INTRODUCTION

Protein is a fundamental component of the body, often referred to
as its building block. It is crucial for constructing and repairing
tissues, as well as regulating vital processes such as metabolism,
digestion, and growth. Understanding protein functions is essential
for developing effective medicines for living organisms. Leverag-
ing knowledge about proteins with known characteristics can lead
to the creation of important vaccines, medicines, and herbal prod-
ucts. Many protein functions remain unidentified. Discovering and
predicting these functions will aid in the development of effective
systems and treatments, ultimately benefiting many lives through
improved therapies and medical interventions.

Wet lab based experiments involve things like test tubes, beakars,
suitable labs. Wet laboratory-based experiments necessitate sub-
stantial investment in terms of personnel, financial resources, and
extensive time commitments. Conversely, dry laboratory-based ex-
perimentation relies on computational methodologies, requiring
computational resources, machinery, and necessitating a reduced
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personnel requirement, shorter timeframes, and notably lower costs
compared to wet laboratory-based research endeavors. Conse-
quently, computational-based approaches have gained prominence
in recent years across numerous biological research domains, sup-
planting traditional wet laboratory methodologies with their atten-
dant physical constraints.

Computational methods have become popular also in predicting
protein functions. Protein functions can be predicted by following
various ways like- based on the sequences and structures of the
proteins, based on their interactions with other proteins, using the
knowledge of gene expression data, using the knowledge of path-
way analysis from gene expression data etc. [17].

A protein almost never performs its function in isolation. Rather, it
usually interacts with other proteins in order to accomplish a cer-
tain function. However, in keeping with the complexity of the bi-
ological machinery, these interactions are of various kinds. At the
highest level, they can be categorized into genetic and physical in-
teractions. Proteins are more directly related to the process through
which a protein accomplishes its functions. These interactions are
of various kinds, such as the simultaneous membership of two pro-
teins in the following biological systems [21]:

—A metabolic and/or signaling pathway

—A morphogenic pathway in order to perform a developmental
function

—A protein complex and other such molecular machines

Since a protein generally interacts with more than one proteins,
these interactions can be structured to form a network, and hence
the name protein interaction networks. A very common way of vi-
sualizing these networks is as undirected graphs, with the proteins
acting as the nodes and the pair wise interactions acting as the edges
of the graph. Such a representation can enable researchers to infer
characteristics of proteins from those of proteins not even directly
interacting with it.

Due to the importance of the knowledge of these interactions, sev-
eral high-throughput methods have been proposed for discovering
those [22]. Again, depending on the final output, these methods can
be categorized into two types [23], namely the discovery of pair
wise interactions and extraction of protein complexes. While two-
hybrid systems, protein chips and phage display are the most com-
monly known methods in the former category, the Tandem Affinity



Purification (TAP) approach is commonly used for extracting com-
plexes.

2. LITERATURE REVIEW

Tiwari and Srivastava (2014) presents the computational intelli-
gence techniques in protein function predictions [17]. This intro-
duces with the existing computational techniques in protein func-
tion prediction. Four computational techniques are described here
for predicting protein function. The techniques are

a. Using Sequences and Structures: There is a state of art com-
prehensive review of various computational intelligence techniques
used in wide areas of applications like prediction of DNA and
RNA binding sites, subcellular localization, enzyme functions, sig-
nal peptides, catalytic residue, nuclear/G protein coupled receptors,
membrane protein using sequence and structures [24]. homology
based method used this structure of a protein to identify protein us-
ing structure alignment technique [25]. The summary of the result
obtained by various researchers using these techniques are also pre-
sented in this paper.

b. Using Protein Interaction Networks: Performing a specific
function a protein must interact with another protein. The inter-
action of the protein is represented in the form of network called
protein-protein interaction network. So by using the knowledge of
this interaction network various computational techniques based
approaches have been proposed for protein function prediction by
using one or more interaction networks. Gaurav et al. (2006) [26]
proposed an association analysis method based on h confidence.
Four categories of computational techniques for protein interaction
network are

—Neighbor Based Techniques
—Clustering Based approaches
—Optimization Based Techniques
—Association Analysis Based Techniques

c. By Gene Expression Data: Gene expression is the process by
which information from a gene is transformed into functional prod-
uct such as protein or RNA by transcription and translation process.
DNA micro arrays are used to analyze the gene expression level.
Gene expression data are analyzed in the form of a matrix where
each row represents a gene and each column represents a sample.
Hon Nian et al. [9] developed the two step algorithm to predict the
protein function.

d. In Pathway Analysis From Gene Expression Data Pathway:
The pathway is a series of interconnected enzymatic steps linked
with the production of intermediates that are used in the next en-
zymatic step so we can say that it is a series of consecutive en-
zymatic reactions that produce specific products. Pathway consists
of genes that chemically act together for specific cellular or phys-
iologic function so pathway analysis is useful for gene function
prediction. Mikhail et al. [28] proposed a two phase approach to
predict molecular function of not characterized gene by comparing
their functional neighborhood to gene of known. Protein with sim-
ilar functions have the similar type of patterned protein. Metabolic
Pathway and Signaling Pathway are two types of pathway. In path-
way analysis, each pathway will be ranked based on the score ob-
tained either by the Enrichment analysis or by machine learning
approaches. The highest score will be given to the pathway which
has most relevant gene to related phenotype. To solve the issue,
Mengfei et al. [29] proposed a diffusion state distance to capture
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a fined grained distance in proximity for function prediction in
protein-protein interaction network. Xing-Ming et al. (2008) used
SVM and genetic algorithm for the detection of protein interaction
[30]. A case study for protein function prediction by using sequence
derived properties is also provided in this paper. Various techniques
have been described in this paper for predicting protein function. It
is easier to predict a function of protein if its neighbor proteins
function is known. Wei et al. (2013) have used an graph based cen-
trality matrix to select proper candidate for labeling [31].
Hishigaki [4] proposed an objective prediction method has been
developed that can systematically include the information of in-
direct interaction. This method can predict the subcellular localiza-
tion, the cellular role and the biochemical function of yeast proteins
with accuracies of 72.7%, 63.6% and 52.7%, respectively. The pre-
diction accuracy rises for proteins with more than three binding
partners and thus the open prediction results for 16 such proteins
have been presented in this paper.

A protein interaction map has been considered here, where each
node represents a protein and each edge represents the interaction
between proteins. The function of each protein in the map is pre-
dicted, based on the functions of ‘n-neighboring proteins’, which
are defined as a set of proteins reached via n physical interactions
at most (n is an integer parameter). The protein of interest is as-
signed the function with the highest x2 value among functions of
all n-neighboring proteins. For each member of the function cate-
gory, the x2 value is calculated using the following formula:

22 = (nizei)?

€

Where i denotes a protein function, e.g. ‘Golgi’, ‘DNA repair’ and
‘transcription factor’, e; denotes an expectation number of i in n-
neighboring proteins expected from the distribution on the total
map, and n; denotes an observed number of i in n-neighboring
proteins. Then, the function of a query protein is predicted to be
the function i with the maximum 2 value. When there are multi-
ple functions with the largest 22 value, both functions are assigned.
The optimal n value is determined by a so-called self-consistency
test, where the predicted functions of all proteins in the map are
compared with their annotated functions for each n.

Karaoz (2004) [8] proposed an effective methodology for combin-
ing biological evidence obtained in several high-throughput experi-
mental screens and integrating this evidence in a way that provides
consistent functional assignments to hypothetical genes. The visu-
alization method of propagation diagrams has been used to illus-
trate the flow of functional evidence that supports the functional as-
signments produced by the algorithm. The results contain a number
of predictions and furnish strong evidence that integration of func-
tional information is indeed a promising direction for improving the
accuracy and robustness of functional genomics. Mainly an effec-
tive method has been demonstrated here to interpret functional link-
age networks as a medium for inferring gene function by integrat-
ing the evidence captured by protein-protein interaction and gene
expression data. This framework provides two important capabil-
ities. First of all, it provides a promising methodology for propa-
gating functional information across functional-linkage graphs to
genes that cannot be annotated with certainty solely by examining
their neighbors in the graph and secondly it provides the integration
of diverse types of experimental evidence about functional simi-
larity with the propagation procedures. Some ideas have been got
from this paper to infer gene function by protein-protein interaction
and gene expression data though we have the goal to predict only
protein function using protein-protein interaction data.

Majority rule [3, 36] says that it is possible to predict the functions
of the proteins of unknown characteristics by the functions of their



neighbor proteins characteristics. But a protein of unknown charac-
teristic may have many neighbors of different characteristics. The
target of their research [3] was to minimize the number of different
annotations that are associated with the neighboring proteins. They
have proposed the assignment of proteins to functional classes on
the basis of their network of physical interactions as determined
by minimizing the number of protein interactions among different
functional categories. This approach results in multiple functional
assignments, a consequence of the existence of multiple equivalent
solutions. A method has been applied to analyze the yeast Saccha-
romyces cerevisiae protein protein interaction network.

It has been also explored that the concept of interacting protein
may belong to at least one common functional class and thus the
knowledge of the functional classification of the remaining subset
of not characterized proteins.

Use of traditional k-mean type algorithm is limited to numeric data.
Qiao et al. (2020) [33] presents a clustering algorithm based on
k-mean algorithm that works well for data with mixed numeric
and categorical features. A new cost function and distance mea-
sure have been proposed here based on co-occurrence of values.
The measures also take into account the significance of an attribute
towards the clustering process. A modified description of cluster
center has been proposed to overcome the numeric data only lim-
itation of k-mean algorithm and provide a better characterization
of clusters. The performance of this algorithm has been studied on
real world data sets. Comparisons with other clustering algorithms
illustrate the effectiveness of this approach. The proposed distance
measure can work well for mixed as well as pure numeric and cat-
egorical data sets.

Nabieava (2015) [18] proposed a network flow based algorithm has
been developed, FunctionalFlow that exploits the underlying struc-
ture of protein interaction maps in order to predict protein func-
tion. In cross validation testing on the yeast proteome, it has been
shown that FunctionalFlow has improved performance over previ-
ous methods in predicting the function of proteins with few (or no)
annotated protein neighbors. By comparing several methods that
use protein interaction maps to predict protein function, it has been
demonstrated that FunctionalFlow performs well because it takes
advantage of both network topology and some measure of locality.
Finally, it is shown that performance can be improved substantially
as multiple data sources have been considered and used them to
create weighted interaction networks.

Here, protein—protein physical interaction network has been con-
structed by using the protein interaction dataset compiled by GRID.
The resulting network is a simple undirected graph G = (V, E),
where there is a vertex or node v € V for each protein, and an edge
between nodes u and v if the corresponding proteins are known
to interact physically (as determined by one or more experiments).
Initially, a graph with unit-weighted edges has been considered, and
then considers weighting the edges by the ‘confidence’ in the edge.
The weight of the edge between u and v is denoted by w,, , For
all reported results, it is considered that only the proteins making
up the largest connected component of the physical interaction map
(4495 proteins and 12 531 physical interaction links).
GenMulticut is a generalization of well studied multi way k cut
problem in computer science. This method is described elaborately
by Nabieva et al. (2005) [18] and Vazquez et al. (2003) [36]. Gen-
Multicut takes into account more global properties of interaction
maps. It does not reward local proximity. For example in a partic-
ular network if there are two protein of known functions, the other
protein of unknown functionalities would be assigned with any of
these functions regardless of the network size.
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Khan et al. (2024) [39] utilized protein-protein interaction net-
works, information on nearby neighbor proteins, and the presence
of protein functions to predict the functions of unknown proteins.

3. PROTEINS: STRUCTURES AND THEIR
RELATIONSHIP TO FUNCTIONS

3.1 Protein

proteins are the polymers consisted of two or more amino acid
monomers. Amino acids are the building blocks of protein. amino
acid consists of an amino group, a carboxyl group an alpha carbon.
At one end of the alpha carbon, there is hydrogen and at another end
of the alpha carbon, there is a variable group. This variable group
determines the structures and functions of a particular protein.
Multiple amino acids are linked together to create polypeptide or
protein. They can be linked together through a reaction called con-
densation. All amino acids are linked together through a peptide
bond between carboxyl group and amino group.

3.2 Protein Structures

There are mainly four different structures of protein.

i. Primary Structure of Protein: Primary Structure of protein
refers the orders of amino acids. It presents a sequence how the
amino acids are linked together.

ii. Secondary Structure of Protein: Secondary protein structure
is the particular shape that just a segment of the polypeptide chains
take on. Secondary structure is formed when the sequence of amino
acids are linked together through hydrogen bonds.

There are two types of secondary protein structures:

a. Alpha Helix: Alpha helix is a segment of a chain just forming
a helical” structure.

b. Beta Pleated Sheet: It is when the chain of the amino acid just
fold over on itself to become this folded sheet.

iii. Tertiary Structure of Protein: Tertiary protein structure is the
3 Dimensional shape of the entire polypeptide. Different secondary
structures fold themselves to become this overall globular 3 dimen-
sional shape of protein.

iv. Quaternary Structure of Protein: When there is more than one
polypeptide chain making a particular protein, then its structure is
called quaternary protein structure. Not all proteins have quaternary
structure.

3.3 Relation between Protein Structures and Functions

Each protein has its specific structure and performs specific tasks.
When its structure is changed, the function also changes.
Example: Hemoglobin protein is responsible for transporting oxy-
gen in human body. It is consisted of many amino acids. Among
them if one is changed, then the entire structure and shape of the
hemoglobin is changed. And for this reason the shape of red blood
cells are also changed. And the changed shape of red blood cell
which contains abnormal hemoglobin configuration, that is unable
to transport oxygen which is harmful to human body and for this
reason a person can die. Figure [T] presents normal and abnormal
shape of hemoglobin protein.

4. CLUSTER ANALYSIS
4.1 Introduction with Clustering

Cluster analysis, also known as clustering, involves organizing a
collection of items in a manner where items within the same group,
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Fig. 1. Red blood cells (Normal and abnormal shape of hemoglobin) [38]

termed clusters, exhibit greater similarity to one another compared
to items in different groups.

Cluster analysis doesn’t represent a singular algorithm. Clustering
algorithms vary greatly in their definitions of clusters and meth-
ods for identifying them efficiently. Common cluster definitions in-
clude groups with close member distances, dense regions within
data space, intervals, or specific statistical distributions.

Genome scale data on protein interactions are generally represented
as large networks, or graphs, where hundreds or thousands of pro-
teins are linked to one another. Since proteins tend to function
in groups, or complexes, an important goal has been to reliably
identify protein complexes from these graphs. This task is com-
monly executed using clustering procedures, which aim at detect-
ing densely connected regions within the interaction graphs.
Clustering can be performed in two ways- One is vector clustering
and another is graph clustering. There are various algorithms for
clustering such as K-mean algorithm, Markov clustering algorithm
etc. Among them Markov clustering algorithm is one of the most
efficient algorithms.

4.2 Markov Clustering (MCL) Algorithm

Markov Cluster algorithm is a fast and scalable algorithm for
graphs. This is based on simulation of flow in graph. The main topic
of this algorithm is mathematical theory. This algorithm concerns
with issues of scalability, position in cluster analysis and graph
clustering, performance criteria for graph clustering.

The MCL algorithm is straightforward, simulating flow through the
alternation of two basic algebraic operations on a matrix. It is adapt-
able, emergent, scalable, intrinsic, and fast. There is a fundamental
relationship between the MCL process and the cluster structure in
graphs, which is particularly valuable given the numerous heuristic
methods used in cluster analysis.

In the Markov clustering algorithm, highly connected nodes are
likely to be grouped in the same cluster, while sparsely connected
nodes may end up in different clusters. A random walk can start
from any node; if it begins at node r and has a high probability of
reaching node t, then r and t will be clustered together. The prob-
ability of a random walk taking an edge at node u depends solely
on u and the edge, not on the previous path taken, simplifying the
computation. A flow network is used to approximate the partition-
ing, with an initial flow introduced into each node. At each step, a
portion of the flow moves from a node to its neighbors through the
outgoing edges.

Edge weight in MCL is determined based on similarity between
two nodes. The edge weight is considered as the bandwidth or con-
nectivity. If an edge has higher weight than the other, then more
flow will be flown over the edge. The amount of flow is propor-
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tional to the edge weight. If there is no edge weight, then the same
weight can be assigned to all edges.

In MCL, a graph is partitioned in such a way that inter partition
similarity is the highest and the intra partition similarity is the low-
est. The number of Higher-Length paths in graph is large for pairs
of vertices lying in the same dense cluster and Small for pairs of
vertices belonging to different clusters. A Random Walk in G that
visits a dense cluster will likely not leave the cluster until many of
its vertices have been visited.

5. DATA

Weighted graph data sets have been used in this research. The
experiment has been done on Saccharomices cerevisiae protein.
The protein protein interaction data sets have been collected from
string-db.org [34].

Each node has been considered as a protein, and edges have been
considered as a link between two proteins. Weights have been given
based on the distance between proteins. Nearest proteins get the
highest weights. Weights decrease when the distances increase.
There are two main parts of this research. First task of this exper-
iment was to cluster proteins. The protein—protein physical inter-
action network has been constructed using the protein interaction
dataset compiled by dataset (string-db.org). For clustering proteins,
a dataset has been used that was consisted with a set of proteins and
a score (score based on weight). The resulting network is a directed
graph G = (V, E), where there is a vertex or node v € V for
each protein, and an edge between nodes u and v if the correspond-
ing proteins are known to interact physically. The output provides
sets of clusters. Similar types of proteins are grouped in the same
cluster.

After completion of clustering, next task is to predict functions of
proteins. The output set got by the first task (clustering) has been
used as the input sets for this case. Specifically some specific pro-
teins have been targeted as input proteins which are considered as
a protein of unknown characteristics. And other proteins have been
considered as annotated proteins. A complete code has been imple-
mented to conduct this experiment. Each time, protein information
is input, and the characteristics of the target protein are obtained as
output.

To assess the reliability of the obtained results, the dataset sourced
from www.uniport.org [33] was utilized. By iteration, the charac-
teristics derived from this experiment have been scrutinized against
the dataset. Each protein has been individually queried on the web-
site www.uniport.org [33] to ascertain its functions and validate the
accuracy of the findings.

6. METHOD DESCRIPTION

The proposed method includes two main steps. In the first step,
from the available protein protein interaction networks, a protein
protein interaction (PPI) network has been chosen and clustered.
Markov clustering algorithm has been used to cluster a chosen PPI
network.

Then, after clustering, in the second step, Majority rule [3] has been
applied to predict the function of a protein. This two-step process
is then sequentially applied to all available PPI networks.

Majority rule says [3, 36] that possible functions can be assigned
to uncharacterized proteins based on the known functions of their
direct neighbor proteins.

For example, in figure[2][36], there are eight proteins. Among those
proteins, the proteins in gray boxes are unclassified (their functions
are not known). The rest five proteins are classified (their functions
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Fig. 2. Protein Interaction Network [36]

are given in brackets) [36]. The functions are labeled according to
the following criteria [36]:

1 Cell growth
2 Budding, cell polarity, filament formation

3 Pheromone response, mating type determination, sex-specific
protein

Cell check pointing proteins
Cytokinesis

rRNA synthesis

tRNA synthesis
Transcriptional control

o BN e LY BN

9 Other transcriptional activities

10 Other pheromen response activities
11 Stress response

12 Nuclear organization

Given one of these proteins of unknown function, if we take as
a prediction the function that appears more often in the neighbor
proteins of known function, then the following classification is ob-
tained [36].

—YNLI27W (2)
—YDR200C (3, 4, 10)
—YLR238W (12)

Here, according to Majority rule [3, 36], protein YNL127W gets
the functionality of Budding, cell polarity, filament formation. Pro-
tein YDR200C gets the functionality of Pheromone response, mat-
ing type determination, sex-specific protein (3), Cell check pointing
proteins (4) and other pheromen response activities (10) [36]. And
protein YLR238W gets the functionality of nuclear organization
[36].

7. PERFORMANCE ANALYSIS

A complete process for this research has been developed by im-
plementing a comprehensive code using C programming language.
This process takes protein protein interaction network sets as inputs
and clusters them. It clusters a protein protein interaction network
set by using MCL algorithm. After clustering, it takes the proteins
of unknown functions as inputs and it annotates the functions of the
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Table 1. Accuracy of Protein Function
Prediction By the Proposed Method

Part Correctly Predicted Functions
Part 1 64%
Part 2 68%
Part 3 65%
Part 4 66%
Part 5 81%
Part 6 70.5%
Part 7 82%
Part 8 76.5%
Part 9 78.5%

Part 10 82%
Average 73.4%

Table 2. Success Rate of Various Protein
Function Prediction Methods

Methods Success Rate
Neighborhood 1 (radius=1) 57.7%
Neighborhood?2 (radius=2) 61.71%
Neighborhood3 (radius=3) 70.02%
GenMulticut 62.15%
Majority 71.79%

Proposed Method (in this research) | 73.4%

input proteins. The function annotation is done by using Majority
rule 3, 36].

This method has been applied on a protein interaction data (of Sac-
charomyces cerevisiae) which has been collected from STRING
[8]. This network contains 1550 proteins and 2505 edges. The data
set has been divided into 10 parts and the experiment has been done
sequentially 10 times for each part. The accuracy of protein func-
tion prediction for each part has been presented on table[T} The av-
erage accuracy of the proposed method (in this research) is 73.4%.
The performance of Majority [36], Neighborhood [4], GenMul-
tiCut [18, 36], and this method (used in this research) on the
weighted graph have been compared for the same data sets of Sac-
charomices cerevisiae protein collected from string-db.org [34].
Table ] and figure [3] shows the accuracy rates of various protein
function prediction methods using protein protein interaction net-
works. From this graph and figure, a comparison of the perfor-
mance of various methods can be comprehended.

From the table [2] it is seen that the success rate of this method
(the presented method in this research paper) is higher than other
methods.

8. CONCLUSION

Protein is considered one of the most critical components of the
human body. Within our body, a multitude of proteins exists, each
assigned with distinct tasks. Specific types of proteins are desig-
nated for specific functions, thereby contributing significantly to
bodily processes. Alterations in their structures can potentially im-
pact their functionalities, subsequently posing significant risks to
human health. The comprehension of protein functions facilitates
the identification of anomalies within the human body or other bio-
logical systems, attributing them either to protein modifications or
alternative factors. However, without knowledge regarding protein
functions, the detection and understanding of such matters remain
unattainable.

When protein functions are understood, there exists a high proba-
bility that any biological problem will be quickly comprehended,
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Fig. 3. Accuracy of Protein Function Prediction Rate (%) in Saccharomyces cerevisiae by the Proposed Method

and solutions will be feasible. Consequently, numerous new ap-
proaches can be developed for any biological process. The predic-
tion of protein functions based on experiments necessitates exten-
sive experimental and human resources for the analysis of a sin-
gle protein. Therefore, efforts have been made to devise a new
approach for predicting protein functions utilizing computational
techniques. Biological research is facilitated with the aid of bioin-
formatics, as it contributes to time and cost reduction while dimin-
ishing human labor. Various methods are available for predicting
protein functions, one of which involves predicting protein func-
tion through protein-protein interaction networks. This approach is
chosen due to the tendency of a protein to exhibit similar charac-
teristics to its neighboring proteins.

The two specific parts of our approach primarily involve protein
clustering and protein function prediction. A fast, effective, and
adaptable algorithm has been chosen to ensure the optimal suitabil-
ity of protein clusters. Subsequently, the "Majority” rule has been
applied. Under this rule, identical characteristics are assigned to a
protein based on those of its direct neighbor proteins. It is often
observed that proteins within a certain area exhibit highly similar
characteristics, thus justifying the application of the majority rule
in our methodology to achieve accurate function predictions. The
performance of our approach is notable, evidenced by the attain-
ment of a good percentage of accuracy.
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