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ABSTRACT 

Optical character recognition (OCR) is a crucial technique for 

extracting textual data from various sources, reducing human 

labor, and enhancing accessibility. Named Entity Recognition 

(NER) organizes and categorizes data, while Regular 

expression (Regex) patterning facilitates data extraction from 

OCR-read text. This technology reduces human labor for 

extracting large amounts of confidential and sensitive data, 

improving accessibility and preservation, especially in 

confidential and sensitive situations. The study utilizes the 

Tesseract OCR tool and the Marefa-NER NER Model, 

combining Artificial Neural Networks (ANN), Support Vector 

Machines (SVM), and Natural Language Processing (NLP) 

techniques. The technologies have been successfully integrated 

into websites, and have proven their effectiveness in accurately 

identifying textual content and categorizing it using OCR, 

NER, and Regex patterns. The combination of OCR, NER, and 

Regex pattern matching has proven to be a successful and 

efficient method for extracting textual information from 

various sources, reducing human effort and improving 

accessibility, particularly in cases of confidentiality and 

sensitivity. 
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1. INTRODUCTION 
Character recognition has a long history, predating the 

development of computers. The first optical character 

recognition (OCR) systems used mechanical devices to 

recognize characters, but their processing rates and accuracy 

were limited. In 1951, M. Sheppard developed the reading and 

robotic GISMO [1]. To improve OCR recognition, standards 

for three fonts were implemented, and in 1970, OCRA and 

OCRB were developed by the American National Standards 

Institute (ANSI) and Enterprise Manager Configuration 

Assistant (EMCA). These systems showed notable levels of 

recognition accuracy. Over the last three decades, significant 

progress has been made in document image analysis (DIA), 

including the creation of multilingual, handwritten, and omni-

font OCR systems [2]. The Message Understanding 

Conference (MUC) proposed the notion of Named Entity 

Recognition (NER) in its sixth iteration [3]. Researchers have 

continued to categorize alignment into more distinct 

classifications, such as geographic locations, individuals, and 

proper nouns [4]. Individuals may be categorized into several 

groups, such as politicians, entertainers, and groupings [5]. 

An ANN is a computational model that mimics the human 

brain's ability to acquire knowledge and adapt to changing 

environments. The human brain can process and interpret 

ambiguous information, enabling independent assessments. 

For example, humans can decipher handwriting, recognize 

geometric shapes, and distinguish between familiar individuals 

even in suboptimal images [6]. 

SVMs are widely used machine learning models for binary 

classification tasks. They use a scoring system to produce 

deterministic classification rules, which can be converted into 

probabilistic rules using SVM libraries. However, setting 

regularization parameters requires significant processing 

resources and can result in underutilization of information [7]. 

Natural Language refers to natural languages used by humans, 

excluding artificial or constructed ones like computer 

languages. NLP includes computational approaches for 

processing natural language using computers. Spoken Natural 

Language Processing is introduced to include speech and other 

aspects of NLP, as it is often used without excluding speech 

[8]. NLP comprises several subfields, including voice 

synthesis, speech recognition, Natural Language 

Understanding, and Machine Translation [9]. 

OCR is a process that converts textual images into machine-

readable formats. It can extract and reuse data from various 

sources, like scanned papers, pictures, and PDF files. OCR 

software identifies and categorizes individual alphabetic letters 

in images, organizing them into intelligible words and 

generating coherent sentences. This process aids in recovering 

and modifying original content, eliminating the need for 

manual data input by human operators, and reducing human 

involvement in data entry tasks. This technology enables the 

reduction of human involvement in data entry tasks. 

NER is the process of naming and categorizing significant data 

elements in written text. Entities are linguistic units, such as 

single words or sequences, that consistently denote or refer to 

a specific object or concept, assigned to a distinct category. 

Named Entity (NE) refers to proper nouns, including 

individuals, locations, and organizations. For instance, Mr. 

Mohammed Okfie, CEO of Digital Nudhj, a firm with its 

headquarters located in Riyadh, and Alaa Najmi, a software 

development professional, completed a bachelor's degree at 

Jazan University. NER is a computational task that detects, 

extracts, and classifies named entities in unstructured textual 

data, such as newspaper articles and databases.  

Regular expression (Regex) patterns are used to make text 

patterns that make it easier to get useful information from 

OCR-extracted text and then organize it. This encompasses a 

range of data, such as national identification numbers, mobile 

phone numbers, emails, and several other identifiable patterns. 
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Confidential documents and papers are considered highly 

confidential because they contain a wide range of confidential 

information about security issues and people's identities. To 

enhance its confidentiality, an OCR text scanning service is 

used to convert scanned documents into searchable text. Arabic 

is a major focus due to its large vocabulary, ensuring that all 

relevant information is shared during research projects. 

Security data acquisition is sensitive, but NER technologies 

and Regex patterns can help categorize spoken and written 

information for better prediction. This process creates 

interactive security cards, providing a comprehensive 

framework for data extraction and use. Administrators can 

establish connections across diverse data sources, enabling 

informed decision-making. The development of connections 

between information sources, especially when they originate 

from different sources, is crucial for accurate classification. 

Texts written in Arabic often have complicated morphological 

structures. This is because Arabic is an inflectional language, 

which means it has a lot of different morphological types. A 

range of agglutination strategies may be used to generate 

diverse lexical forms. The issue pertaining to morphology has 

been effectively tackled in several NLP tasks and applications. 

Some of these are machine translation [10], extracting noun 

compounds [11], clearing up word meanings [12], figuring out 

how semantically related words are [13], and mapping lexical 

sources [14]. The trial's results indicated that the use of 

stemming might potentially improve the performance and 

capabilities of traditional NLP methods. The benefits of 

nationality include a combination of lexical and contextual 

attributes, which may be classified into several groups. For 

example, (  وصل ولي العهد السعودي الأمير محمد بن سلمان آل سعود

 the arrival of Crown Prince Mohammed bin Salman (إلى الرياض

Al Saud in Riyadh, The advantages of having a certain 

nationality One approach to determining the inclusion of a 

word on the Nationality List is by using a binary feature. To 

ascertain if it is included in the Nationality List or not [15]. The 

use of Arabic, Hindi, and other similar characters, along with 

font styles like italics and others that have overlapping 

properties, makes it very hard for OCR systems to correctly 

identify and separate individual characters during the 

segmentation process [16]. The complexity of OCR arises from 

the diverse array of languages, font kinds, writing styles, and 

precise linguistic laws involved in the process. Consequently, 

several techniques derived from multiple disciplines within 

computer science, including image processing, pattern 

recognition, and NLP, have been used [17]. Auxiliary Vowels: 

The Arabic language has a variety of diacritical marks that 

serve as indicators for vowels, altering the semantic 

interpretation of individual words. Consequently, modifying 

the diacritics associated with words might lead to the 

acquisition of entirely different meanings. As an example, the 

word "Noor-" might be associated with a feminine name, the 

verb "enlightenNooar," or the genuine name "Noor-light" [18]. 

Capitalization in Arabic orthography is challenging due to the 

absence of capital letters for proper names, unlike in English, 

which uses Latin script. This ambiguity between proper nouns 

and common nouns or descriptive terms in Arabic contexts 

makes it difficult to identify named non-NEs as individual 

words or word combinations. A system relying solely on noun 

dictionaries would lack certainty [11]. 

The challenge lies in handling large amounts of information in 

files, which requires methodologies for extracting, 

manipulating, and structuring important material. This task is 

often assigned to personnel within a facility, which may be 

vulnerable to unauthorized access. OCR technology helps in 

extracting text while restricting access to authorized personnel, 

enhancing document security, and maintaining information 

confidentiality. The integration of OCR and NER technology 

has significantly impacted various aspects of life, work, and 

occupational duties, enabling efficient data collection and 

faster search procedures.  

2. METHODOLOGY 
The system has a hybrid architecture, including a PHP-based 

backend with Python-based modules responsible for OCR, 

NER, and Regex pattern analysis. Microsoft SQL Server 

functions as a Relational Database Management System 

(RDBMS) that facilitates the tasks of data administration, 

storage, and retrieval. The essential elements include a user 

interface developed in PHP, an OCR engine, a NER model, and 

bespoke Regex pattern matching algorithms. The proposed 

project encompasses an enhanced file-based software program 

designed for Information Extraction (IE).  

This application is specifically tailored to extract various types 

of information, including but not limited to national identity 

numbers, mobile phone numbers, email addresses, individuals, 

entities, business establishments, and government 

organizations. The tool categorizes textual information into 

organized and structured data, then integrates it into a Database 

(DB) and facilitates content retrieval via search functionality. 

Additionally, this software facilitates the conversion of Word 

documents, pictures, Excel spreadsheets, and PowerPoint 

presentations into PDF files independently from their 

respective source files.  

The functionality of the system is unaffected by the size of the 

file or the magnitude of the information encountered. The 

software process suggested is shown in Figure 1. The depicted 

Add Subjects Workflow, as seen in Figure 2, involves users 

accessing a web-based platform, selecting subjects from pre-

existing lists, reviewing all available subjects, inputting a novel 

subject name, and uploading or scanning pertinent documents. 

The act of eliciting a response in the form of a "thank you" or 

an "error" message The process of OCR is shown in Figure 3 

via an activity diagram. This diagram showcases the 

verification of file types that occurs throughout the user upload 

or scanning phase. The system verifies the adherence of the file 

to the PDF format, examines files such as Word, Excel, Picture, 

or PowerPoint, and stores the resultant data in a database table. 

The utilization-case diagram illustrating the NER procedure, as 

shown in Figure 4 below, After OCR, the NER method is used 

to consistently arrange and classify the results into structured 

outcomes. These outcomes are then recorded in a database 

table. The use of Regex patterns occurs subsequent to the 

completion of the OCR process. This enables the system to 

effectively index, categorize, and store the obtained results in a 

table inside the database. This use-case of Regex patterns is 

shown in Figure 5. Figure 6 is a sequence diagram illustrating 

the process of doing a site search. The procedure entails 

accessing the search page, inputting the topic name or OCR 

text, and then activating the search button. 

. 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 186 – No.25, June 2024 

22 

 

Fig 1: Proposed software workflow 

 

Fig 2: Add Subjects Workflow   
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Fig 3: OCR process 

 

Fig 4: NER process 
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Fig 5: Regex patterns process 

 

Fig 6: Sequence diagram showing how to search 

Table 1. Measure of Marefa Arabic NER Model 

Type F1-score Precision Recall Support 

Artwork 0.653552 0.678005 0.630802 474 

Event 0.686695 0.733945 0.645161 744 

Job 0.837656 0.79912 0.880097 2477 

Location 0.891537 0.896926 0.886212 4939 

Nationality 0.871246 0.843153 0.901277 2350 

Organization 0.781317 0.773328 0.789474 2299 

Person 0.93298 0.931479 0.934487 4335 

Product 0.625483 0.553531 0.718935 338 

Time 0.873003 0.876087 0.869941 1853 
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Table 2. Features of Tesseract engine 

Feature Tesseract 

Accuracy 98.86% 

Average Time 
1 second (color images) 

0.82 Seconds (gray scale images) 

Languages Supports +100 

Operating System Window, MAC, Linux 

Open Source Yes 

Online No 

License Apache 

Cost Free 

 
The present research uses the OCR engine, namely Tesseract, 

in conjunction with the NER Model, known as Marefa-NER. 

The Marefa-NER model incorporates ANN, SVM, and NLP 

techniques. The primary purpose of this task is to discern and 

classify pre-established items inside written information into 

prearranged groupings. It is worth mentioning that the form has 

the capability to support languages other than Arabic. The 

measurement test set for the Marefa Arabic NER Model [19] is 

shown in Table 1 in great detail. It is made up of 1959 

sentences. Table 2 presents a complete summary of the primary 

characteristics linked to the Tesseract engine. 

3. RESULTS AND DISCUSSION   
The OCR, NER, and Regex patterns website project has been 

meticulously developed and tested, ensuring the platform's 

readiness for production. Key components include the file 

upload system, OCR module, and DB integration, which have 

been integrated seamlessly, resulting in improved data 

consistency and accessibility. The platform has also been 

enhanced with user-friendly functionalities like document 

scanning, subject management, and document retrieval, 

enhancing the overall User Experience (UX) and accessibility. 

These tests ensure the system works correctly, retrieves and 

displays data accurately, can handle user interactions, meets 

performance standards, and protects against security threats. 

The website is now ready for deployment, providing users with 

a reliable, streamlined, and safeguarded platform to fulfill their 

OCR and regex pattern requirements. The reliability and 

readiness for real-world application are emphasized by the 

combination of thorough testing and strong implementation.  

The experiment evaluates the duration required to convert a 

singular picture to OCR at several dpi settings, with the 

objective of quantifying the mean time necessary for effective 

document processing. The shown data represents the time 

required for the conversion process of a typical PDF document 

to an OCR of 5 pages. It is shown how long it takes to convert 

Word documents to PDF format and then perform OCR, with 

an average page count of 5. The duration required for the 

conversion process of PPT to PDF to OCR is calculated, 

specifically focusing on the conversion of 5 slides. It is shown 

that the duration required for the conversion process of Excel 

to PDF to OCR, specifically for a spreadsheet including 100 

rows and 8 columns is fast.  

4. CONCLUSION  
The process of extracting text from documents in a facility is 

complicated, mostly because the documents contain sensitive 

information and strict security measures must be put in place. 

The use of OCR technology facilitates the extraction of textual 

information while concurrently limiting access only to those 

with proper authorization. The establishment of limited entry 

for a specific group is crucial for maintaining the authenticity 

of data, reducing the potential for illegal dissemination, 

bolstering the protection of documents, and guaranteeing 

confidentiality. 

This study introduces a web-based application that utilizes 

OCR, NER, and Regex pattern technology to extract and 

categorize data from texts written in both Arabic and English. 

The OCR engine is responsible for the conversion of Arabic 

text into a format that can be easily interpreted by machines. 

On the other hand, the NER modules and Regex pattern are 

used to identify and categorize significant components within 

the text. The project underwent testing on a diverse range of 

research articles written in both Arabic and English. The 

findings obtained from these tests demonstrated the project's 

efficacy in extracting and categorizing fundamental 

information. This application exhibits the capacity to enhance 

the efficiency of IE procedures. 
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