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ABSTRACT 

Advancements in computer vision and deep learning have led 

to significant progress in automated crime detection systems. 

This study focuses on the development of a novel mathematical 

model for crime detection based on the You Only Look Once 

(YOLOv5) network architecture. The proposed model utilizes 

state-of-the-art object detection techniques to identify, classify, 

and detect criminal activities in surveillance footage, including 

images and videos, focusing on critical crime categories such 

as weapons and violent behaviour. The model's performance is 

evaluated on seven classes of weapon objects and violent 

scenes, achieving a precision (P) of 0.842, recall (R) of 0.77, 

and mAP of 0.811. These results demonstrate the model's 

efficiency in accurately identifying and categorizing criminal 

activities, thereby contributing to enhancing public safety and 

security through the utilization of cutting-edge deep learning 

technologies in crime prevention and detection. 

General Terms 

Crime Detection Model 

Keywords 

Keywords: Crime detection, Public Safety, Computer Vision, 
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1. INTRODUCTION 
Detecting and preventing crime is essential for maintaining 

public safety and security. Governments worldwide strive to 

address challenges like food security, unemployment, and 

crime to create a safe environment where businesses can thrive, 

investors feel secure, and individuals can freely express their 

cultural rights without fear of violence [1]. 

Machine learning has the potential to revolutionize security, 

similar to its impact on industries like healthcare, education, 

finance, and weather forecasting. By leveraging advanced 

algorithms and large datasets, machine learning can identify 

patterns, detect anomalies, and enhance predictive capabilities 

in security applications, leading to more proactive and effective 

security measures [2]. 

Advanced machine learning algorithms now provide detailed 

predictions and guidance for autonomous vehicles [3]. These 

technologies hold promise for addressing security challenges 

faced by Nigeria and the global community. Specifically, in 

security applications, algorithms are developed to detect fights, 

violence, and aggressive behaviour using strategies like object 

detection, character recognition, and various local feature 

extraction methods [4]. 

In terms of hardware technology, the use of video recording 

devices by individuals and security agencies has allowed the 

collection and utilization of video evidence in addressing and 

deterring criminal activities. Video surveillance is recognized 

as a vital resource for identifying individuals within a setting, 

monitoring their actions, and analysing behaviours to detect or 

prevent potential criminal activities [5]. 

Video surveillance systems have become prevalent in urban 

environments, transportation hubs, retail spaces, and other 

public areas [6]. These systems generate vast amounts of video 

data, which manual monitoring alone cannot efficiently 

process. Automated crime detection systems powered by 

computer vision and machine learning technologies have 

emerged as critical tools for law enforcement agencies to 

monitor and analyze video feeds effectively. 

The rapid expansion of video surveillance technology has led 

to an increased need for automated crime detection systems 

capable of analyzing video feeds in real time and alerting 

authorities to suspicious activities. However, despite the recent 

surge in video surveillance research, efficiently processing the 

vast amount of video data captured by these systems remains a 

significant challenge, particularly in monitoring large areas that 

require more cameras and human operators [5]. Traditional 

surveillance methods often struggle to provide real-time 

insights, and the escalating volume of data presents obstacles 

for manual analysis. To overcome these limitations, the 

integration of artificial intelligence (AI), computer vision and 

object detection models has emerged as a transformative 

solution. 

Among the various object detection models, the You Only 

Look Once (YOLO) architecture has gained prominence for its 

exceptional speed and accuracy in identifying objects within 

images and video frames [7]. This advancement has 

significantly reinforced real-time monitoring capabilities, 

effectively addressing the growing need for efficient data 

analysis in modern surveillance systems. The YOLO model is 

a popular object detection model that treats object detection as 

a regression problem, where the model predicts the bounding 

boxes and class probabilities for objects in the image or frame. 

The YOLO model is known for its speed and accuracy, making 

it a popular choice for real-time object detection applications.  
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The integration of object detection models like YOLO into 

video surveillance systems represents a significant 

advancement in automated crime detection. By harnessing the 

power of computer vision and real-time analytics, law 

enforcement agencies can leverage video surveillance data 

more effectively to enhance public safety and respond swiftly 

to potential threats. In this paper, a mathematical model for 

crime detection is proposed using the YOLO network 

architecture. The design and implementation of the crime 

detection model are discussed. 

2. Computer Vision and Object Detection 
Computer vision is a branch of artificial intelligence that 

enables machines to interpret and understand visual 

information from digital images or videos. It involves a series 

of tasks such as image classification, object detection, 

segmentation, and more. The field aims to replicate human 

visual perception using algorithms and computational 

techniques. Image acquisition, preprocessing, feature 

extraction, and recognition are components of computer vision 

systems [8] 

Object detection is a specific task within computer vision that 

involves identifying and localizing multiple objects within an 

image or video sequence. Unlike image classification, which 

assigns a label to an entire image, object detection algorithms 

locate and classify individual objects while providing their 

precise spatial coordinates. Traditional object detection 

methods relied on handcrafted features and algorithms like 

Haar cascades or Histogram of Oriented Gradients (HOG) [9]. 

However, deep learning, particularly convolutional neural 

networks (CNNs), has notably improved object detection 

accuracy and efficiency [10]. CNNs excel in automatically 

extracting essential features from data without manual 

intervention. Notable CNN-based object detection models 

include R-CNN, Fast R-CNN, Faster R-CNN, YOLO (You 

Only Look Once), and SSD (Single Shot Multibox Detector). 

Among these, YOLO has gained attention for its real-time 

performance and ability to process entire images in a single 

pass [11] and this current research will focus on the YOLO 

object detection model. 

2.1 YOLO Model  
The YOLO (You Only Look Once) model is a popular deep 

learning-based object detection system known for its efficiency 

and real-time performance. Unlike traditional object detectors 

that use multiple stages, YOLO processes the entire image in 

one pass through a convolutional neural network (CNN), 

enabling fast and accurate object detection [10]. 

YOLO divides the input image into a grid and predicts 

bounding boxes and class probabilities directly from the grid 

cells. This approach allows YOLO to efficiently detect multiple 

objects in real time while maintaining high accuracy [10]. 

 
Figure 1: Yolo working principle, Source: [7] 

Figure 1 illustrates the operational concept of YOLO, where 

detection is modelled as a regression problem. The image is 

divided into an S×S grid, and each grid cell is responsible for 

predicting B bounding boxes, confidence scores associated 

with these boxes, and C class probabilities. These predictions 

are organized into an S × S × (B * 5 + C) tensor format. 

2.2 YOLO Model Iterations 
The YOLO model has undergone several iterations, the 

evolution of the YOLO (You Only Look Once) series in object 

detection has seen significant advancements, particularly with 

the introduction of YOLOv5. Originally pioneered by 

[7],YOLOv1 revolutionized object detection by proposing a 

unified neural network approach that predicts bounding boxes 

and class probabilities directly from entire images in a single 

evaluation step [7]. Subsequent versions like YOLOv2 

(Darknet-19) and YOLOv3 improved upon the original 

architecture by integrating batch normalization, feature 

pyramid networks (FPN), and other optimizations to enhance 

accuracy and maintain real-time performance [10], [12]. 

In 2020, [13] introduced YOLOv4, which marked a significant 

advancement in object detection by incorporating advanced 

techniques like the CSPDarknet53 backbone and spatial 

pyramid pooling, achieving state-of-the-art accuracy 

benchmarks. Building upon this legacy, YOLOv5, developed 

by [14], represents a departure from the original YOLO series 

but has gained widespread adoption for its simplicity, 

efficiency, and strong performance. 

YOLOv5 presents a more straightforward architecture 

compared to its predecessors, enhancing accessibility and 

customization for specific application requirements. Despite its 

simplified design, YOLOv5 maintains competitive accuracy 

levels similar to YOLOv4, demonstrating remarkable 

performance while being user-friendly [14]. The adaptability of 

YOLOv5, supporting various model sizes such as YOLOv5s, 

YOLOv5m, YOLOv5l, and YOLOv5x, enables users to 

optimize for different trade-offs between speed and accuracy, 

making it a versatile option for real-time object detection 

applications. Figure 2 shows the network architecture of 

YOLOv5. 

 

Figure 2: YOLOv5 network architecture, Source: [15] 

The YOLOv5 network architecture, depicted in Figure 2, 

consists of three main components: the Backbone, Neck, and 

Head. First, the CSPDarknet Backbone extracts features from 

the data. Subsequently, the extracted features are passed to the 

PANet in the Neck for feature fusion.  Finally, the Yolo Layer 

in the Head processes the fused features to generate detection 

results, including class labels, confidence scores, object 
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locations, and sizes. This sequential process enables YOLOv5 

to perform object detection tasks effectively. 

2.3 Related Literature 
Enhancing safety and security while mitigating life-threatening 

incidents presents significant challenges across diverse 

environments. As a result, numerous researchers have 

advanced crime detection and monitoring by utilizing computer 

vision and object detection technologies. 

In an effort to monitor and segregate suspicious individuals and 

monitor their activities within a mall, [16] implemented a 

cascade optical flow technique and a modified YOLO (You 

Only Look Once) model using transfer learning for criminal 

identification. This model serves as a person detector 

specifically designed to identify individuals entering places 

such as supermarkets or restaurants, where perpetrators often 

conceal their identities using face masks and attempt to evade 

surveillance cameras. 

Similarly, [17] developed an imaging model capable of 

generating synthetic X-ray images to aid in threat object 

detection using deep neural networks. The framework 

employed Convolutional Neural Network (CNN) techniques, 

specifically You Only Look Once (YOLO) and Faster Region-

based CNN (FRCNN), to detect threats within airport baggage. 

In [18], the authors utilised deep learning with CNN (VGG-16) 

and LSTM networks to monitor and classify suspicious 

activities in campus CCTV footage. Features are extracted 

from video frames and classified as suspicious or normal using 

LSTM for sequence analysis. The system distinguished 

between suspicious behaviors as defined, like using mobile 

phones, and normal activities, such as walking and running, in 

surveillance footage. 

Also, [19] developed a gun detection model using computer 

vision and deep learning techniques. They manually collected 

a customized image dataset of 50 images per weapon class from 

Google. The YOLOv3 model trained on this dataset 

outperformed YOLOv2 and traditional Convolutional Neural 

Networks (CNNs) with lower computational costs. 

3. MATERIALS AND METHODS 

3.1 Proposed Method 
The primary objective is to develop a mathematical model 

adapted from the YOLO network architecture, specifically 

tailored to detect seven predefined classes of criminal 

activities. The proposed mathematical model includes problem 

formulation, integration of the YOLO model, and a 

mathematical representation of the crime detection task. After 

the theoretical formulation, the model was implemented and 

experimentally evaluated using a custom dataset. The study 

sought to enhance the accuracy and robustness of crime 

detection while minimizing false positives and negatives, 

ultimately providing an efficient and reliable solution for 

identifying potential criminal activities through the analysis 

of surveillance camera footage and other image data sources. 

3.2 Mathematical Model Formulation 
The mathematical model presented describes a YOLO-based 

crime detection system designed to classify and detect seven 

distinct crime-related objects and activities: Grenade, Knife, 

Pistol, Rifle, Snatching, Stabbing, and Vandalism. The 

system's architecture consists of a Backbone Network, Neck 

Network, and Head Network, mirroring the YOLO model's 

architecture (adapted from Figure 2) for efficient feature 

extraction, and detection of potential crime. Evaluation of this 

model is based on performance metrics such as Mean Average 

Precision (mAP), precision, and recall, demonstrating its 

effectiveness and practical applications in real-world scenarios. 

The detailed mathematical model is shown as follows: 

𝐶 = {Grenade,  Knife,  Pistol,  Rifle,  Snatching,  Stabbing,  Vandalism} 

Model Parameters: 

Backbone Network  (𝑭(𝒙)): 

Extracts high-level features from input image and video 

frames. 

Neck Network  (𝑷(𝒙)) 

Generates feature pyramids at different scales. 

Head Network  (𝒃(𝒙), 𝒄(𝒙)) 

Predicts bounding boxes  (𝑏(𝑥)) and 7-dimensional class 

probabilities  

𝒃(𝒙), 𝒄(𝒙) = 𝒇𝒉𝒆𝒂𝒅((𝑷(𝒙)) 

Where: 

 𝒃(𝒙): Predicted bounding boxes for input 

𝒄(𝒙): Predicted bounding boxes for input for x, with each 

element corresponding to the probability of a specific crime 

class 𝐶1,𝐶2,, … , 𝐶7. 

The function 𝒇𝒉𝒆𝒂𝒅 takes the features generated by the Neck 

Network P(x) as input and produces the predictions for 

bounding boxes and class probabilities. 

Loss Function: 

Combines BCE and Smooth L1 losses: 

1. BCE Loss: 

• Penalizes incorrect predictions of object 

presence and class labels for each crime 

category. 

• Calculated separately for objectness score 

and each class probability. 

2. Smooth L1 Loss: 

• Minimizes the difference between 

predicted and ground truth bounding 

boxes. 

• Encourages accurate object localization 

within video frames.  

And it is given mathematically as follows: 

(𝑏, 𝑐, 𝑐𝑔𝑡) = ∑ 𝐵𝐶𝐸(𝑐𝑖 , 𝑐𝑖𝑔𝑡)
7

𝑖=1
 + 𝑆𝑚𝑜𝑡ℎ𝐿1(𝑏, 𝑏𝑔𝑡) 

Where: 

𝒃: Predicted bounding boxes  

𝒄: Predicted class probabilities (7-dimensional vector). 

𝒃𝒈𝒕: Ground truth bounding boxes. 

𝒄𝒈𝒕: Ground truth bounding boxes (7-dimensional vector) 

𝑩𝑪𝑬(𝒄𝒈𝒕𝒄𝒊𝒈𝒕): Binary Cross-Entropy loss for class 𝑐𝑖  

Relationships and Decision Rule: 

• The backbone network extracts high-level features 

from input video frames, which are then passed to 

the neck network for hierarchical feature extraction. 

This process establishes a hierarchy of features to 

capture meaningful representations. 
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• The neck network generates feature pyramids at 

various scales, enabling the detection of objects of 

different sizes within the video frames. 

• The head network utilizes these features to predict 

bounding boxes and class probabilities, producing 

the final output tensor for potential crime event 

detection. This output includes information about 

detected crime classes, bounding box coordinates, 

and confidence scores. 

• The output layer consolidates predictions from the 

head network, providing structured information such 

as detected crime class, bounding box coordinates, 

and confidence scores for each crime class detected. 

• Decision Rule: Objects are detected based on the 

bounding box predictions and are classified into one 

of the 7 crime classes based on the highest-class 

probability. 

Total Loss:  

Weighted sum of BCE and Smooth L1 losses, with adjustable 

weights for prioritizing classification and detection. It is given 

as:  

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝜔𝑜𝑏𝑗𝐿𝑜𝑏𝑗 + 𝜔𝑐𝑙𝑎𝑠𝑠𝐿𝑐𝑙𝑎𝑠𝑠 + 𝜔𝑙𝑜𝑐𝐿𝑙𝑜𝑐 

Where: 

𝐿𝑡𝑜𝑡𝑎𝑙: Total loss of the model 

𝜔𝑜𝑏𝑗 : Weight for the objectness prediction loss 𝐿𝑜𝑏𝑗  

𝐿𝑜𝑏𝑗 : Objectness prediction loss, part of the total loss, 

penalizing incorrect predictions of object presence. 

𝜔𝑐𝑙𝑎𝑠𝑠 : Weight for the class prediction loss ((𝐿𝑜𝑏𝑗 ) 

𝐿𝑐𝑙𝑎𝑠𝑠: Class prediction loss, part of the total loss, penalizing 

incorrect predictions 

𝜔𝑙𝑜𝑐 : Weight for the bounding box localization loss 𝐿𝑙𝑜𝑐  

𝐿𝑙𝑜𝑐 : Bounding box localization loss, part of the total loss, 

minimizing the difference between predicted and ground truth 

bounding boxes. 

Optimization 

𝜃 = 𝜃 − 𝛼∆𝐿(𝜃1) 

Where: 

𝜃: Model parameters  

𝛼: Learning rate  

𝜃 = 𝜃 − 𝛼∆𝐿(𝜃1) : Gradient of the loss function with respect 

to the model parameters  

Evaluation Metrics: 

The model will be evaluated using:  

Mean Average Precision (mAP):  

Mean Average Precision (mAP) is a metric used to assess the 

accuracy of a detector across all classes within a dataset. It 

combines precision and recall at various confidence thresholds, 

providing a holistic evaluation of how well a model can 

accurately detect a variety of objects. This metric is essential 

for evaluating the effectiveness and adaptability of YOLO-

based object detection models. 

The Model performance is evaluated using metrics for each of 

the 7 classes: 

𝑚𝐴𝑃 = 𝑚𝑒𝑎𝑛(𝐴𝑃𝐼𝑜𝑈=0.5,....,𝐴𝑃𝐼𝑜𝑢=0.95)   

Expressed as: 

𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖

𝑁

𝐼=1

 

𝑚𝐴𝑃

=
(𝐴𝑃𝑔𝑟𝑒𝑛𝑎𝑑𝑒 +  𝐴𝑃𝑘𝑛𝑖𝑓𝑒 +  𝐴𝑃𝑝𝑖𝑠𝑡𝑙𝑒 +  𝐴𝑃𝑟𝑖𝑓𝑙𝑒 +  𝐴𝑃𝑠𝑛𝑎𝑡𝑐ℎ𝑖𝑛𝑔 +  𝐴𝑃𝑠𝑡𝑎𝑏𝑏𝑖𝑛𝑔 +  𝐴𝑃𝑣𝑎𝑛𝑑𝑎𝑙𝑖𝑠𝑚)

7
 

3.3 Dataset 
The study utilized custom datasets tailored for crime detection, 

covering seven critical criminal activities: (grenade, knife, 

pistol, rifle, snatching, stabbing, and vandalism) using a 

structured process involving data collection, preprocessing, 

YOLO format annotation, and augmentation. This approach 

ensured the custom datasets were accurately labelled to 

facilitate training of the crime detection model. The dataset 

includes images of weapons (rifle, pistol, knife) and individuals 

engaging in criminal activities, such as holding and using 

weapons. Additionally, violent actions like stabbing and 

grenade use were included, along with non-violent actions 

activities like vandalism and occasional snatching. Video data 

in MP4, AVI, and MKV formats were processed to extract 

frames in JPEG format. The dataset consists of 7006 images, 

with 80% used for training, 10% for validation, and 10% for 

testing, averaging 844 images per class in the training set. 

Annotation was done in YOLO format (.txt) to label objects in 

the images for training the crime detection model. 

3.4 Model Training Configuration 

3.4.1 YOLO Architecture Selection 
For the development of the crime detection system, the 

YOLOv5 architecture was selected as the foundational model 

due to its state-of-the-art real-time object detection capabilities 

and its ability to handle multiple objects simultaneously in a 

single forward pass. YOLOv5 incorporates advanced 

architectural enhancements such as Cross-Stage Partial 

Network (CSPNet) and Spatial Pyramid Pooling (SPP), 

enabling rapid and robust object detection in images or video 

feeds. These features empower YOLOv5 to identify potential 

criminal activities with high efficiency and accuracy by reliably 

distinguishing and localizing different objects and situations of 

interest. The architecture's real-time performance and multi-

object detection capabilities make it well-suited for crime 

detection scenarios, where timely and accurate identification of 

suspicious activities is crucial for effective intervention and 

prevention. 

3.4.2 Transfer Learning 
To accelerate training and utilise prior knowledge, transfer 

learning was employed by initializing the YOLOv5 model with 

pre-trained weights from the Darknet framework, originally 

trained on the COCO dataset - a widely-used benchmark for 

computer vision tasks. Leveraging these pre-trained weights 

allowed the model to benefit from learned representations, 

reducing training time and computational requirements while 
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enabling efficient fine-tuning for the specific crime detection 

task. 

3.5 Implementation 
In this study, the proposed model was implemented using the 

PyTorch deep learning framework, leveraging the premium 

version of Google Colab for training and testing purposes. 

Input images underwent resizing to 456x456 pixels and were 

subjected to data augmentation before serving as network 

inputs. The stochastic gradient descent (SGD) optimizer in 

PyTorch framework was employed with default loss 

parameters, a batch size of 16, and the model was trained with 

80 epochs. This approach facilitated efficient model training 

and optimization for the intended crime detection application. 

4. RESULTS AND DISCUSSION 
Figure 3 shows the precision-confidence curve, indicating a 

consistent precision of 0.924 across all crime classes at a 

confidence level of 1.0. This uniform precision demonstrates 

the model's high reliability in accurately predicting various 

crime instances. The model's robust performance at maximum 

confidence highlights its effectiveness for crime detection, 

emphasizing its potential utility in real-world scenarios 

requiring precise identification and mitigation of criminal 

activities. This reliability across multiple crime categories 

underscores its practical value in enhancing crime prevention 

and law enforcement efforts.  

 

 

Figure 3: Precision-Recall Curve 
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Figure 4: Precision-confidence curve 

 
  

 

  

Figure 5: Detection Results Sample 

Figure 4 presents the precision-recall curve, illustrating the 

tradeoff between precision and recall across different object 

classes, including Grenade, Knife, Pistol, Rifle, Stabbing, 

Vandalism, and an aggregated representation of all classes. 

Precision measures the proportion of true positives among 

predicted positives, while recall assesses the proportion of true 

positives among actual positives, making this curve particularly 

valuable in imbalanced class scenarios. The achieved metrics, 
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highlighted by an aggregated mean average precision (mAP) of 

0.811 at a threshold of 0.5, signify a balanced tradeoff between 

precision and recall. This balance is critical for applications 

requiring accurate detection of true positives while minimizing 

false positives, demonstrating the model's effectiveness across 

diverse scenarios. 

Figure 5 depicts the crime detection results samples obtained 

using our model, trained on our custom dataset. The 

experimental findings depict successful detections of different 

crimes, including stabbing, rifles, knives, pistols, vandalism, 

grenades, and snatching. Each image displays a bounding box 

around the detected object with a corresponding label and 

confidence score. This score represents the model's level of 

confidence in its detection results, providing insight into the 

reliability and accuracy of the crime classifications and 

detections. 

4.1 Model Evaluation 
Table 1: Performance Measure 

Class Precision  Recall  mAP50 

All 0.842 0.77 0.811 

Grenade 0.969 0.911 0.935 

Knife 0.81 0.743 0.777 

Pistle 0.83 0.765 0.787 

Rifle 0.873 0.795 0.849 

Snatching 0.747 0.566 0.667 

Stabbing 0.952 0.964 0.966 

Vandalism 0.715 0.647 0.694 

Overall 0.842 0.77 0.811 

 

In Table 1, 'Class' represents distinct crime categories identified 

by the model. 'Precision' signifies the accuracy of crime 

detection for each category, while 'Recall' denotes the model's 

sensitivity in identifying instances of each crime class. 

'mAP@0.5' corresponds to the mean Average Precision (mAP) 

achieved at a confidence threshold of 0.5 for each crime 

category. The model achieved strong precision (0.842), recall 

(0.77), and mAP@0.5 (0.811), demonstrating effective crime 

detection capabilities across diverse categories. These results 

emphasize the model's potential for enhancing public safety 

and security. 

5. CONCLUSION AND FUTURE WORKS 
The study successfully developed a tailored mathematical 

model for crime detection based on the YOLO (You Only Look 

Once) network architecture, focusing on specific criminal 

activities including grenade, knife, pistol, Rifle, snatching, 

stabbing, and vandalism. The study utilized the developed 

custom datasets for each crime category, ensuring the model's 

accuracy and relevance in identifying these specific criminal 

behaviors. The developed model demonstrated impressive 

performance with approximately 81% mean Average Precision 

(mAP). The developed model can be integrated into 

surveillance systems like CCTV to detect specific criminal 

activities such as gun and knife possession, snatching and other 

crime type studied in this work in real-time. Future research can 

expand the scope by incorporating additional crime types 

beyond those studied here, enhancing the model's versatility 

and applicability in various security scenarios. Additionally, 

future studies could explore real-world experimentation and 

alternative evaluation methods to further enhance the model's 

practical implementation and effectiveness. 
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