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ABSTRACT 

Patients' lives may be at risk due to low-accuracy and 

inaccurate breast cancer classification results. The high 

dimensionality and unequal distribution of classes in breast 

cancer medical data presents a challenge for the application of 

machine learning techniques. Subsequently, studies that 

examine the parameters in the algorithm model are still scarce. 

Inappropriate parameter selection may lead to low accuracy. To 

classify breast cancer, this study compares the Random Forest 

and Support Vector Machine algorithms. The max depth 

parameter in Random Forest and Linear, Polynomial and RBF 

kernels in Support Vector Machine are the parameters analyzed 

in this study. Principal Component Analysis (PCA) is used for 

feature reduction and Synthetic Minority Oversampling 

Technique (SMOTE) method is used to overcome class 

imbalance. The results of this study are, the best accuracy 

obtained from the SVM method is 99.07% with precision, 

recall and f1 score 99% by using the RBF kernel and at n 

component PCA = 6, while Random Forest has the best test 

accuracy of 98.32%, with precision, recall and f1 score 98% by 

using max depth = 8 and n component PCA = 6. Therefore, it 

can be concluded that the method of using SMOTE and PCA 

can improve accuracy, and the SVM method is better than RF 

for breast cancer classification. Future studies can test various 

datasets to examine the impact of additional parameters and 

classification techniques. 
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1. INTRODUCTION 
A malignant tumor called breast cancer grows in the breast cells 

and has the potential to spread to other parts of the body [1]. 

The diagnosis of breast cancer is ineffective and causes 

significant harm to the sufferer and the most fatal is that it can 

cause death [2]. Machine learning and classification-based 

strategies are among the data mining techniques that can help 

in the early identification of cancer [3]. However, inaccurate 

classification results and accuracy can result in a wrong 

diagnosis and endanger the patient's life [4].  

The high dimensionality of medical data presents one of the 

challenges in applying machine learning techniques, which will 

affect the process of analysis. PCA, or principal component 

analysis, is a popular feature reduction method [5]. PCA is a 

statistical method that can reduce the number of dimensions in 

complex datasets while maintaining the maximum amount of 

pertinent information [6]. Research conducted by [7] stated that 

for breast cancer classification using PCA can increase 

accuracy, the Adaboost algorithm increased from 95.43% to 

96.4%, Decision Tree (DT) from 89.1% to 92.3%, K Nearest 

Neighbor (KNN) from 92.9% to 97%, Logistic Regression 

(LR) from 94.5% to 98.8%.  

In addition, class imbalance is also an important issue in breast 

cancer classification. Most of the datasets in breast cancer cases 

have more samples in the negative class (non-cancer) compared 

to the positive class (cancer) [8]. Synthetic Minority 

Oversampling Technique (SMOTE) is an oversampling 

technique that creates new samples from minority classes by 

interpolating existing samples [9], [10]. The test results in 

research [11] handling the imbalance of the Hepatitis C 

classification dataset, using the SMOTE method in the 

oversampling technique. Random Forest classification results 

with SMOTE produced 98% of the test results. This result 

increased from testing without SMOTE which got 93% results, 

while using Naïve Bayes (NB) with SMOTE produced 89% 

results from 88% without SMOTE. 

Previous studies have shown that several factors, such as 

feature selection, class imbalance management, and algorithm 

selection, can affect classification accuracy. To better 

understand how handling class imbalance using SMOTE 

affects classification accuracy using Random Forest (RF) and 

Support Vector Machine (SVM) on breast cancer datasets, this 

study will examine the impact of using PCA in feature 

reduction. When dealing with complex and high-dimensional 

dataset classification problems, the SVM algorithm is thought 

to be effective [12]. The advantages of Random Forest (RF) 

include its capacity to manage dependencies and interactions 

between complicated and complex variables and its ability to 

handle overfitting. In addition, Random Forest (RF) has 

excellent classification performance, can handle very large 

amounts of training data easily, and is a useful method for 

guessing missing data [13]. This research will also consider 

parameters in SVM such as the use of kernel and max depth 

analysis and other parameters in the Random Forest algorithm. 

 

2. LITERATURE REVIEW 

2.1 Previous Study 
Problems regarding cancer were also studied by [14] conducted 

experiments using three datasets Wisconsin Breast Cancer 

Original (WBCO), Wisconsin Breast Cancer Diagnostic 

(WBCD) and Wisconsin Breast Cancer prognostic (WBCP) 

using machine learning algorithms. The results of this study are 

KNN and RF on the WBCO dataset, producing the highest 

testing data accuracy of 97.14% and LR 96.56%. In WBCD, 

the highest accuracy is 96.50% using SVM (linear), SVM 

(RBF) and Random Forest. Then WBCP with the highest 
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accuracy of 82% with LR, KNN, and RF algorithms. 

Furthermore, research [15] using the WBCD dataset using the 

Recursive Feature Elimination method resulted in the highest 

test accuracy of SVM (linear) 95.61% and SVM (Polynomial) 

98.25%. Then [16] applied the Linear Discriminant Analysis 

(LDA) feature extraction method with Random Forest (RF) and 

Support Vector Machine (SVM) on the Wisconsin Breast 

Dataset. Testing accuracy results for SVM with LDA and RF 

with LDA are 95.6% and 96.4%, respectively. Differences with 

previous research, this study uses a combination of handling 

class imbalance using SMOTE and feature reduction methods 

using Principal Component Analysis (PCA) and using machine 

learning classification algorithms Support Vector Machine 

(SVM) and Random Forest (RF). This research also considers 

SVM parameters such as kernel and Random Forest 

parameters, namely max depth. 

 

2.2 Breast Cancer Classification 
Classification is one of the tasks in machine learning where 

models or algorithms are used to predict or categorize data that 

has labels into different classes or groups based on the 

attributes or features possessed by the data [17]. Breast cancer, 

also known as Carcinoma Mammae, is a malignant tumor that 

originates in the breast tissue, and symptoms can include 

lumps, changes in breast shape, skin dimpling, nipple 

discharge, and red, scaly patches on the skin. These cancers can 

grow in various parts of the breast tissue, including the 

mammary glands, glandular ducts, and supporting tissues, and 

have the potential to metastasize or spread to other parts of the 

body [18], [19]. breast cancer classification is the process of 

identifying and separating breast cells or tissues into two main 

categories: benign (non-cancerous) or malignant (cancerous). 

 

2.3 Synthetic Minority Oversampling 

Technique (SMOTE) 
Synthetic Minority Oversampling Technique (SMOTE) is one 

of the methods used to overcome class imbalance. SMOTE is 

an oversampling technique, which performs random sampling 

[20]. According to [21] through the generation of synthetic data 

based on the replication of data from the minority class, the data 

in the minority class is enhanced in SMOTE. The following is 

the SMOTE equation: 

𝑋𝑠 = 𝑋𝑖 + (𝑋𝑘𝑛𝑛 − 𝑋𝑖) × 𝛿    (1) 

where, Xs is the synthetic data to be created, Xi is the data to 

be replicated, Xknn is the neighboring data that has the closest 

distance from Xi data, δ is a random number between 0 and 1. 

 

2.4 Principal Component Analysis (PCA) 
A popular statistical method for data and dimensionality 

reduction is principal component analysis (PCA), which entails 

lowering the number of variables in a dataset while preserving 

as much of the original information as feasible [22]. The 

following six steps are used to apply PCA [23]. The first step, 

find the covariance matrix of the normalized d-dimensional 

dataset. Second, find the eigenvalues and eigenvectors of the 

covariance matrix. Third, the eigenvalues are sorted from 

highest to lowest. fourth, select k eigenvectors, where k is the 

dimension of the new feature subspace, which map to the k 

largest eigenvalues. Fifth, create a projection matrix using the 

k selected eigenvectors. Sixth, the original data is transformed 

to the new k-dimensional feature space. 

 

2.5 Random Forest (RF) 
Random Forest (RF) is a popular choice for classifying text due 

to its easy algorithm, one of the benefits of using Random 

Forest (RF) compared to other Machine Learning models is its 

ability to process high-dimensional data and its robust 

performance even when working with large amounts of data 

[24]. The steps in the Random Forest algorithm are as 

follows[25]; First, take the total number of features (m) and 

divide it by the number of trees to be used (k), if k is less than 

m. Next, extract N samples from the dataset. Next, select N 

samples for every tree in the dataset. Third, choose a subset of 

m predictors at random from each tree, where m < p, the 

number of predictor variables. Fourth, until the desired number 

of trees (k) is reached, repeat steps two and three. Fifth, most 

votes from the classification outcomes of each formed tree are 

used to determine the prediction result. 

 

2.6 Support Vector Machine (SVM) 
The main idea behind the Support Vector Machine (SVM) 

algorithm, which is based on linear machines and has excellent 

characteristics, is to build a hyperplane as a decision maker so 

that the margin of separation between positive and negative 

classes is as large as possible [26]. The method in SVM used to 

classify non-linear data is to apply a kernel function to 

transform data from the initial input space into a new vector 

space with higher dimensions [27]. 

 

3. RESEARCH METHODS 
The research method relates to the steps taken in the research, 

breast cancer classification. In the following figure are the 

stages of research. 

 
Fig 1: Research Stages 

 

The "Breast Cancer Wisconsin" UCI Machine Learning 

Repository, which is accessible at the following link, provided 

the data used in this study : https://archive.ics.uci.edu/ 

dataset/17/breast+cancer+wisconsin+diagnostic [28]. Based on 

Figure 1, the first research stage is data collection. The data is 

obtained through digital image analysis of breast masses and 

consists of 569 data with 32 attributes. The diagnosis attribute 

is an attribute that is labeled in this study, namely malignant 

cancer (malignant) and benign cancer (benign). The research 

data generated 10 main attributes, namely radius, texture, 

perimeter, area, smoothness, compactness, concavity, concave 

point, symmetry, fractal dimension. Each of the 10 main 

attributes has 3 indicators, namely mean, standard error/se, and 

worst. Then for 2 other attributes, namely ID number and 

diagnosis. After the data is collected, proceed with the 

preprocessing stage. The preprocessing stage in this study is 

checking for missing values, encoding and normalization. 

When checking for missing values, there was no empty data, 

but there was an empty column, namely unnamed 32, and the 

column was deleted. In addition, the ID column cannot be used 

for classification because it is unique, therefore the ID column 

https://archive.ics.uci.edu/%20dataset/17/breast+cancer+wisconsin+diagnostic
https://archive.ics.uci.edu/%20dataset/17/breast+cancer+wisconsin+diagnostic
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is also deleted. Then the encoding process is carried out to 

change the categorical data, namely the diagnosis attribute 

which is categorical data containing Malignant (M) and Benign 

(B), the B attribute will be encoded into 0, and M into 1. Next, 

data normalization will be carried out using Standard Scaler or 

Z Score. This Standard Scaler or Z Score normalization method 

changes the feature values so that they have a mean of 0 and a 

standard deviation of 1. After preprocessing is done and the 

data becomes clean, then class imbalance is handled using the 

SMOTE method, because the diagnosis data in this data is 

unbalanced, namely the number of malignant cancer data is 

212, while benign cancer is 357. This research uses the PCA 

method for feature reduction. The features in the breast cancer 

dataset will be reduced using PCA. The n-component value of 

PCA used in this study is n 2 to 10. The next step is to split the 

dataset into training data and test data. The split data method 

used in this study uses holdout-validation which divides the 

dataset into two groups, namely the training data dataset and 

the test data dataset. This research uses 7 holdout validation 

schemes to divide training data and test data and can be seen in 

table 1. 

Table 1. Split data Holdout Validation Scheme 

Percentage (Training 

Data: Test Data) 

Training 

Data 

Testing 

Data 

50%:50% 285 284 

60%:40% 342 227 

70%:30% 399 170 

75%:25% 427 142 

80%:20% 456 113 

85%:15% 484 85 

90%:10% 512 57 

 

Furthermore, the dataset is classified using Random Forest 

(RF) and SVM algorithms. In Random Forest, the max-depth 

parameter in RF will be tested, namely max depth 2 to 10, 50 

and 100 for optimal accuracy results in breast cancer 

classification. This approach allows the research to 

comprehensively investigate and find parameter configurations 

that provide optimal classification results in this specific 

context. This study also considered the use of SVM kernels for 

classification, such as linear, rbf, and polynomial kernels. In the 

last step, the Random Forest (RF) and Support Vector Machine 

(SVM) classification models will be tested, and the test results 

evaluated using Confusion Matrix to see the accuracy, 

precision, recall and f1 score values. The results of RF and 

SVM classification will be discussed in relation to the impact 

of parameter usage, SMOTE and PCA usage.  

 

4. RESULT AND DISCUSSION 

4.1 Preprocessing Result 
In this dataset there is an Unnamed 32 column which contains 

NaN or empty data. In addition, there is an ID column, the ID 

column will be deleted because it is not used for this research. 

In this research, the encoding process is carried out to change 

the categorical data, namely the diagnosis attribute which is 

categorical data containing Malignant (M) and Benign (B), the 

B attribute will be encoded into 0, and M into 1. The encoding 

used is using Ordinal Encoder. In the context of breast cancer 

classification, normalization is performed on the features 

(variables) used in the model. This research uses the Standard 

Scaler or Z-Score normalization method. 

 

4.2 SMOTE Implementation 
In this study, the SMOTE method is used to handle class 

imbalance in the breast cancer dataset. Before using SMOTE 

the dataset was unbalanced, where the B (Benign) class was 

357 while the M (Malignant) class was 212. Then after using 

SMOTE, the M class is oversampled or the data is added to 357, 

so that the total M and B classes after SMOTE become 714 

data. The following is a comparison table of dataset division 

before and after using SMOTE. Table 2 Comparison of Data 

Split Before and After Using SMOTE 

Table 2. Comparison of Data Split Before and After Using 

SMOTE 
Split data 
(%) 

Before SMOTE= 569 After SMOTE = 714,  

Train Test Train Test 

B M B M B M B M 

50:50 170 114 187 98 185 172 185 172 

60:40 209 132 148 80 219 209 148 138 

70:30 249 149 108 63 255 244 113 102 

75:25 268 158 89 54 271 264 93 86 

80:20 286 169 71 43 288 283 74 69 

85:15 303 180 54 32 307 299 58 50 

90:10 317 195 40 17 326 316 41 31 

 

4.3 PCA Implementation 
After the dataset has been balanced using the SMOTE method, 

the next step is to use the PCA method to reduce the 

dimensionality of the complex dataset while retaining most of 

the information. Its application in the context of breast cancer 

classification aims to reduce the number of features or variables 

present in breast cancer data to facilitate processing and 

analysis by classification models. Once applied, PCA will 

produce principal components which are linear combinations 

of the original features. In this study using n components 2 to 

10. 

 

4.4 Random Forest Classification Results 

Without SMOTE and PCA 
In the first scenario of testing in this study, Random Forest 

classification was tested without using SMOTE and PCA. In 

classification using Random Forest, preprocessing and 

normalization are carried out. The following table 3 is the result 

of Random Forest classification without using SMOTE and 

PCA. 

Table 3. The result of Random Forest classification without 

using SMOTE and PCA. 

Split 

data 

(%) 

Max 

depth 

Training 

Accuracy 

(%) 

Testing 

Accuracy 

(%) 

Precisi

on (%) 

Recall 

(%) 

F1 

(%) 

50:50 6 100 95.57 96 95 95 

60:40 6 99.71 96.05 96 95 96 

70:30 3 98.74 94.15 94 93 94 

75:25 4 99.53 93.71 94 93 93 

80:20 6 99.78 95.61 96 95 95 

85:15 2 96.89 94.19 94 93 94 

90:10 6 99.61 94.74 95 94 94 

Average 99.18 94.86 95 94 94.43 

 

In table 3 above is a summary of the details of RF classification 

without using SMOTE and PCA, where the best accuracy 

results obtained in this scheme are test accuracy 96.05%, 

precision 96%, recall 95%, f1 score 96%, on split data 60%: 

40%, max depth = 6. While the lowest test accuracy obtained 

is 93.71%. The average accuracy obtained in this scheme is 

99.18% training accuracy, 94.86% test accuracy, 95% 

precision, 94% recall, 94.43% f1 score. 
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4.5 Random Forest Classification Results 

with SMOTE and PCA 
In Random Forest classification using SMOTE and PCA, 

testing is carried out using split data according to a 

predetermined scheme. The value of n component PCA in this 

study was tested using n component PCA from 2 to 10. The 

following table 4, below is a summary of the results of breast 

cancer classification research using Random Forest with 

SMOTE and PCA. 

 

Table 4. Random Forest Classification Results Using SMOTE 

and PCA 

Split data 

(%) 

Max 

depth 

Training 

Accuracy 

(%) 

Testing 

Accuracy 

(%) 

Prec

ision 

(%) 

Rec

all 

(%) 

F1 

(%) 

n component PCA = 2 

50:50 5 96.64 94.12 94 94 94 

60:40 5 98.13 93.36 93 93 93 

70:30 4 96.39 93.02 92 92 92 

75:25 6 97.20 95.53 96 96 96 

80:20 5 96.85 93.71 94 94 94 

85:15 4 95.21 94.44 95 94 94 

90:10 7 95.60 95.83 97 95 96 

n component PCA = 3 

50:50 10 100 94.68 95 95 95 

60:40 9 99.77 95.10 95 95 95 

70:30 8 100 95.35 95 95 95 

75:25 4 96.45 96.09 96 96 96 

80:20 7 99.30 95.80 96 96 96 

85:15 5 97.85 94.44 95 94 94 

90:10 7 99.38 95.83 97 95 96 

n component PCA = 4 

50:50 7 100 95.52 96 96 96 

60:40 7 99.77 96.15 96 96 96 

70:30 8 100 96.74 97 97 97 

75:25 8 100 97.21 97 97 97 

80:20 7 99.65 97.20 97 97 97 

85:15 6 99.01 97.22 98 97 97 

90:10 8 100 97.22 98 97 97 

n component PCA = 5 

50%:50% 9 100 96.36 96 96 96 

60%:40% 8 100 96.85 97 97 97 

70%:30% 8 100 96.28 97 97 97 

75%:25% 8 100 98.32 98 98 98 

80%:20% 6 99.30 97.90 98 98 98 

85%:15% 7 99.50 98.15 98 98 98 

90%:10% 6 99.22 92.98 98 97 97 

n component PCA = 6 

50%:50% 9 100 96.36 96 96 96 

60%:40% 8 100 96.85 97 97 97 

70%:30% 8 100 96.28 96 96 96 

75%:25% 8 100 98.32 98 98 98 

80%:20% 6 99.30 97.90 98 98 98 

85%:15% 7 99.50 98.15 98 98 98 

90%:10% 6 99.22 97.22 98 97 97 

n component PCA = 7 

50%:50% 9 100 96.36 96 96 96 

Split data 

(%) 

Max 

depth 

Training 

Accuracy 

(%) 

Testing 

Accuracy 

(%) 

Prec

ision 

(%) 

Rec

all 

(%) 

F1 

(%) 

60%:40% 6 99.30 96.15 96 96 96 

70%:30% 8 100 95.81 96 96 96 

75%:25% 50 100 98.32 98 98 98 

80%:20% 9 100 97.92 97 97 97 

85%:15% 8 100 98.15 98 98 98 

90%:10% 8 100 97.22 98 97 97 

n component PCA = 8 

50%:50% 50 100 95.24 95 95 95 

60%:40% 50 100 96.50 96 97 97 

70%:30% 8 100 96.74 97 97 97 

75%:25% 6 99.25 97.77 98 98 98 

80%:20% 8 100 97.90 98 98 98 

85%:15% 6 99.50 98.15 98 98 98 

90%:10% 6 99.50 98.15 98 98 98 

n component PCA = 9 

50%:50% 8 100 96.08 96 96 96 

60%:40% 6 100 95.80 96 96 96 

70%:30% 7 100 96.28 96 96 96 

75%:25% 100 100 97.26 97 97 97 

80%:20% 4 97.20 97.90 98 98 98 

85%:15% 6 99.17 97.22 97 97 97 

90%:10% 6 99.69 97.22 98 97 97 

n component PCA = 10 

50%:50% 7 100 95.80 96 96 96 

60%:40% 7 100 95.45 95 95 96 

70%:30% 8 100 95.81 96 96 96 

75%:25% 7 99.81 97.77 98 98 98 

80%:20% 7 99.82 97.20 97 97 97 

85%:15% 6 99.50 97.22 98 98 97 

90%:10% 7 99.69 97.22 98 98 97 

 

Then at n component PCA = 3, the best test accuracy obtained 

is 96.09%, with precision, recall and f1 score 96% in the split 

data scheme 75%: 25% and at max depth = 4. At n component 

PCA = 4, the best test accuracy obtained is 97.22%, with 98% 

precision, recall and f1 score 97% in the split data scheme 85%: 

15% and at max depth = 6. At n component PCA = 5, 6 and 7, 

the best test accuracy obtained is 98.32% with precision, recall 

and f1 score 98%. This accuracy is the best accuracy in the 

Random Forest classification scenario using SMOTE and PCA, 

but at n component PCA = 7, the best accuracy is obtained at 

max depth = 50, which shows the complexity of the model 

built. In this study, n component PCA 5 and 6 produced the best 

test accuracy. Then the next n component PCA decreased 

testing accuracy, where at n component PCA = 8 the highest 

test accuracy was 98.15%, n PCA = 9 was 97.90% and n PCA 

10 = was 97.77%. Based on table 4.5, RF classification results 

using SMOTE and PCA are better, compared to RF without 

using SMOTE and PCA. There is an increase in accuracy from 

94.86% to 98.32% or an increase of 3.46%, when using 

SMOTE and PCA. Likewise in precision, recall and f1 score, 

when using SMOTE and PCA, the value of precision, recall and 

f1 score also increased and stabilized as in precision from 96% 

to 98%, recall from 95% to 98% and f1 score from 96% to 98%. 

The following figure 2 is a diagram that illustrates the 

difference before and after using SMOTE and PCA in Random 

Forest. 
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Fig 2. Differences Before and After Using SMOTE and PCA 

in Random Forest 

4.6 SVM Classification Results without 

SMOTE and PCA 
In the third scenario in this study, namely SVM classification 

without using SMOTE and PCA. In this scenario, SVM will be 

tested using three kernels, namely linear, rbf and polynomial 

kernels. The following is table 5 of the third scenario test 

results. 

 

Table 5. SVM Classification Results Without SMOTE and 

PCA 

Split data Kernel Accuracy (%) Prec 

(%) 

Recall 

(%) 

F1 

(%) Train Test 

50%:50% LINEAR 96.13 95.44 96 94 95 

RBF 90.14 90.88 94 88 90 

POLY 89.79 89.82 93 86 88 

60%:40% LINEAR 96.77 94.74 95 93 94 

RBF 90.32 91.23 94 88 90 

POLY 90.32 90.79 94 88 90 

70%:30% LINEAR 97.24 93.57 94 92 93 

RBF 90.95 90.06 93 87 89 

POLY 90.70 90.06 93 87 89 

75%:25% LINEAR 96.95 93.71 94 92 93 

RBF 91.08 88.81 92 85 87 

POLY 91.08 89.51 93 86 88 

80%:20% LINEAR 97.36 92.11 93 90 91 

RBF 91.87 90.35 93 87 89 

POLY 91.21 89.47 93 86 88 

85%:15% LINEAR 96.27 95.35 97 94 95 

RBF 91.51 94.19 96 92 94 

POLY 91.10 90.70 94 88 89 

90%:10% LINEAR 96.09 94.74 96 93 94 

RBF 91.60 92.98 95 90 92 

POLY 90.62 89.47 93 86 88 

 

In table 5 above, the best test accuracy results are 95.44%, 

precision 96%, recall 94% and f1 score 95% on split data 50%: 

50%, with a linear kernel. Based on the table above, the best 

results in each training and test data division scheme are using 

a linear kernel. 

 

4.7 SVM Classification Results with 

SMOTE and PCA 
In the fourth scenario in this study, SVM classification is used 

using SMOTE and PCA. In this study, SVM parameters were 

tested, namely the kernel using three kernels, namely linear, 

RBF and polynomial. Then tested using n-component PCA 2 

to 10. on each predetermined split data scheme. After 

processing the classification results. These results are written 

into a table for SVM classification results using SMOTE and 

PCA. The following in table 6, is a summary of SVM 

classification results using SMOTE and PCA. 

 

Table 6. SVM Classification Results Using SMOTE and PCA 

 

In this fourth scenario, namely, SVM classification using 

SMOTE and PCA, the best results were obtained when using 

the RBF kernel and n PCA components = 6, with a testing 

accuracy of 99.07%, training accuracy of 97.52%, and 99% on 

the precision, recall, and f1 score values. The results obtained 

are better than the third scenario, which is without using 

SMOTE and PCA, where in the third scenario the best test 

accuracy results are 95.44%, precision 96%, recall 94% and f1 

score 95% on the division of training and testing data 50%: 

50%, with a linear kernel. Accuracy has increased by 3.63%, 

namely test accuracy from 95.44% without using SMOTE and 

PCA, increasing to 99.07% when using SMOTE and PCA. In 

addition to test accuracy, the precision, recall and f1 score also 

increased to 99%. Figure 3 shows the difference in test 

accuracy, precision, recall and f1 score before and after using 

SMOTE and PCA in the Support Vector Machine (SVM) 

classification method. 

 
Fig 3. Differences Before and After Using SMOTE and PCA 

96.05 96
95

96

98.32 98 98 98

92
94
96
98

100

Testing

Accuracy

Precision Recall F1 Score

Differences Before and After Using SMOTE and 

PCA in Random Forest

RF RF+SMOTE+PCA

95.44 96
94 95

99.07 99 99 99

90

100

Test

Accuracy

Precision Recall F1 Score

Differences Before and After Using SMOTE 

and PCA in Support Vector Machine (SVM)

SVM SVM+SMOTE+PCA

Split 
data 

(%) 

Kernel N-
Pca 

Train 
Accura

cy (%) 

Test 
Accura

cy (%) 

Prec 
(%) 

Reca
ll 

(%) 

F1 
(%) 

50:50 LINEAR 10 97.48 98.32 98 98 98 

RBF 10 98.32 97.76 98 98 98 

POLY 2 94.68 95 95 95 95 

60:40 LINEAR 10 98.13 98.25 98 98 98 

RBF 9 98.13 97.55 98 98 98 

POLY 8 96.96 95.45 95 95 95 

70:30 LINEAR 6 97.80 97.21 97 97 97 

RBF 9 98.40 96.74 97 97 97 

POLY 6 96.39 93.95 94 94 94 

75:25 LINEAR 5 97.38 98.32 98 98 98 

RBF 10 98.13 98.88 99 99 99 

POLY 10 96.82 92.74 93 93 93 

80:20 LINEAR 9 98.07 98.60 99 99 99 

RBF 9 98.07 98.60 99 99 99 

POLY 10 96.67 91.61 92 92 92 

85:15 LINEAR 9 98.84 95.37 95 95 95 

RBF 6 97.52 99.07 99 99 99 

POLY 9 96.70 90.74 91 91 91 

90:10 LINEAR 8 98.13 97.22 97 97 97 

RBF 10 98.29 98.61 99 98 99 

POLY 10 96.73 93.07 93 94 93 
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4.8 Discussion 
This breast cancer classification research with Wisconsins 

Breast Cancer Diagnostic dataset was conducted with four 

experimental scenarios and involved the use of SMOTE 

method to overcome class imbalance and PCA method for 

feature reduction, using Random Forest (RF) and Support 

Vector Machine (SVM) classification methods. Overall, from 

the four scenarios, the best results were obtained for Random 

Forest 98.32% and SVM 99.07%. In previous research, by [14] 

for breast cancer classification using the Wisconsins Breast 

Cancer Diagnostic dataset obtained SVM (Linear and RBF) test 

accuracy results of 96.50% and in Random Forest 

classification, the resulting test accuracy was also 96.50%. in 

research by [14], there is no method to overcome class 

imbalance and no feature reduction or selection, with the 

method proposed in this study, proving that by applying 

SMOTE to handle class imbalance and using PCA for feature 

reduction can improve classification results. The proposed 

research also tested the max depth parameter in the Random 

Forest classification method and the kernel parameters (linear, 

polynomial and RBF) in the Support Vector Machine (SVM) 

classification method. Testing using parameter settings is 

needed to get the best results. 

Based on the research results, in the first scenario, namely 

Random Forest classification without using SMOTE and PCA, 

has the lowest test accuracy of 94.15%, precision 94%, recall 

93% and f1 score 94% and is in the 70%: 30% data split scheme 

with max depth = 7, while the best results are test accuracy 

96.05%, precision 96%, recall 95% and f1 score 96% in the 

60%: 40% data split scheme. Then in the second scheme, 

namely by applying the SMOTE and PCA methods to Random 

Forest classification, the best accuracy results are obtained, 

namely in Random Forest classification using SMOTE and the 

best PCA is produced at n component PCA = 6 and the 

composition of the division of training and test data 75%: 25%, 

namely with 98.32% test accuracy, and with 98% value for 

precision, recall and f1 score. In Random Forest classification 

using SMOTE and PCA, there is an increase in accuracy from 

94.86% to 98.32% or an increase of 3.46%. 

Trials using the max depth parameter have been carried out in 

the first and second scenarios, which involve classification 

using the Random Forest method. It is possible to draw the 

conclusion from this study that the max depth parameter also 

influences or has an impact on improving classification 

accuracy. The study's findings indicate that accuracy rises 

when max depth is used. The depth of Decision Tree and 

Random Forest models is influenced by max depth, which 

influences the complexity of these models [29], [30]. 

Consequently, the more complex the model, the higher the max 

depth. An excessively high max depth value may cause 

overfitting, in which the model fails to generalize to new data 

and instead retains the training set [31]. On the other hand, 

underfitting, in which the model fails to adequately capture 

patterns, can result from a value that is too low [32]. 

Underfitting can lead to general poor performance, while 

overfitting can produce high accuracy during training but poor 

accuracy during testing [33]. his research has also been proven 

in [34] which looks at how max depth parameters are used to 

classify heart disease. The 90% scheme produces classification 

results with the best accuracy of 10% and max depth = 7, while 

the Random Forest algorithm produces the best accuracy 

results of 99.29% and the Decision Tree (DT) algorithm 

produces 98.05%. In addition, values for Precision and Recall 

rise in response to changes in max depth. Most of these 

maximum depths show an increase in training and testing 

accuracy, indicating that these depths are the best places to 

increase accuracy in the proposed research. These are max 

depths 6, 7, and 8. 

Then for the Support Vector Machine (SVM) classification 

method using SMOTE and PCA in the fourth scenario, the best 

results were obtained when using the RBF kernel with 99.07% 

testing accuracy, 97.52% training accuracy, and 99% in 

precision, recall, and f1 score values. The results obtained are 

better than the third scenario, which is without using SMOTE 

and PCA, where in the third scenario the best test accuracy 

results are 95.44%, precision 96%, recall 94% and f1 score 95% 

on the division of training and testing data 50%: 50%, with a 

linear kernel. Accuracy has increased by 3.63%, namely test 

accuracy from 95.44% without using SMOTE and PCA, 

increasing to 99.07% when using SMOTE and PCA and using 

the RBF kernel at n-component PCA = 6. Based on research 

conducted, the kernel parameter in SVM also has an effect in 

improving classification accuracy. In this study, the RBF kernel 

provides the best test accuracy results. The following figure 4 

is the result of Random Forest and SVM comparison using 

SMOTE and PCA. 

 

 
Fig 4. Comparison Diagram of Random Forest and SVM 

After Using SMOTE and PCA 

  

Based on Figure 4 is the result of the comparison of Support 

Vetor Machine (SVM) and Random Forest (RF) classifications 

using SMOTE and PCA. Based on these results, the Support 

Vetor Machine (SVM) classification method is better than the 

Random Forest (RF) method for breast cancer classification on 

the Wisconsin Breast Cancer Diagnostic dataset. The best test 

accuracy of SVM is 99.07% with precision, recall and f1 Score 

99%, while Random Forest best test accuracy is 98.32%, with 

precision, recall and f1 Score 98%. Comparatively speaking, 

the test accuracy produced in this study is superior to that of the 

research by [14], [15], [16] who used the same dataset, namely 

Wisconsin Breast Cancer Diagnostic. Research by [14], has a 

test accuracy of 96.50% on SVM and Random Forest methods, 

in this study did not use feature selection or handling class 

imbalance. The research [15], used the Recursive Feature 

Elimination (RFE) method and had a linear SVM test accuracy 

of 95.61% and polynomial SVM 98.25%. then, research by [16] 

Based on Figure 4, is the result of the comparison of Support 

Vetor Machine (SVM) and Random Forest (RF) classifications 

using SMOTE and PCA. Based on these results, the Support 

Vetor Machine (SVM) classification method is better than the 

Random Forest (RF) method for breast cancer classification on 

the Wisconsin Breast Cancer Diagnostic dataset. The best test 

accuracy of SVM is 99.07% with precision, recall and f1 Score 

99%, while Random Forest best test accuracy is 98.32%, with 

precision, recall and f1 Score 98%. Comparatively speaking, 

the test accuracy produced in this study is superior to that of the 

research by [14], [15], and [16] who used the same dataset, 

namely Wisconsin Breast Cancer Diagnostic. Research by [14], 
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has a test accuracy of 96.50% on SVM and Random Forest 

methods, in this study did not use feature selection or handling 

class imbalance. Rasool et al. [15], used the Recursive Feature 

Elimination (RFE) method and had a linear SVM test accuracy 

of 95.61% and polynomial SVM 98.25%. then, research by 

Adebiyi et al. [16] used Linear Discriminant Analysis (LDA) 

for feature selection resulting in LDA+RF training accuracy of 

95.6% and LDA+SVM 96.4%. The results of the proposed 

research show that using SMOTE and PCA methods can 

improve accuracy in breast cancer classification. 

5. CONCLUSION 
The results of the tests conducted in this study, which involved 

classifying breast cancer using the Wisconsin Breast Cancer 

Diagnostic dataset and using Principal Component Analysis 

(PCA) for feature reduction and the Synthetic Minority 

Oversampling Technique (SMOTE) method to overcome class 

imbalance in Random Forest (RF) and Support Vector Machine 

(SVM) classification, indicate that using SMOTE and PCA can 

improve the accuracy of breast cancer classification tests. The 

best accuracy obtained in this study is from the SVM method, 

which is 99.07% with precision, recall and f1 Score 99% by 

using the RBF kernel and at n component PCA = 6, while 

Random Forest has the best test accuracy of 98.32%, with 

precision, recall and f1 Score 98% by using max depth = 8 and 

n component PCA = 6. Therefore, it can be concluded that the 

SVM method is better than RF for breast cancer classification. 

Future research can explore more deeply the optimization of 

the parameters of the Random Forest (RF) and Support Vector 

Machine (SVM) classification models by testing several 

datasets. to enhance the model's performance and to better 

understand how parameters affect it through additional 

research. Other deep learning or machine learning techniques 

may also be used in future studies. 
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